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Abstract
Daily solar radiation forecasting has recently become critical in developing solar energy and its integration into grid systems. Despite the huge number of proposed forecasting techniques, an accurate estimation remains a significant challenge because of the non-stationary variation of solar radiation components due to the continuously changing climatic conditions. Usually, several input data predictors are used for the forecasting process, which can cause redundancy and correlation between data features. This work assesses a set of feature selection techniques to check their ability to select the relevant predictors and reduce redundant and irrelevant information. An Artificial...
Neural Network is used to fit the measured solar radiation based on the selected features. The developed model is evaluated through various objective evaluation metrics using historical data of three years measured at the Ghardaia region in Algeria. Results show the effectiveness of the proposed method, where values of 0.0189, 0.0286, 5.4387, and 98.28% have been found as MABE, RMSE, nRMSE and r, respectively.
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**Nomenclature**

- **ANN:** Artificial Neural Network
- **FS:** Features Selection
- **MLP:** Multi-layer perceptron
- **GSR:** Global Solar Radiation
- **MABE:** Mean Absolute Bias Error
- **Min CFS:** Minimum Correlation Features Selection
- **NCA:** Neighborhood Component Analysis
- **SR:** Solar Radiation
- **RMSE:** Root Mean Square Error
- **nRMSE:** Normalized Root Mean Square Error
- **r:** Correlation Coefficient

**1. Introduction**

Solar radiation (SR) and daylight are required for life on Earth to exist. The natural environment is influenced by the earth’s meteorological systems, which are mainly controlled by solar radiation. Its presence on the earth's surface is critical for meeting the human race's energy demands. As a result, understanding the physics of solar radiation and daylight is critical, particularly determining the quantity of energy intercepted by the earth's surface.

At different locations, information about the measured solar radiation is required to assess the solar potential of a region. Generally, a pyranometer, solarimeter, pyrheliometer, with the data acquisition system, are used to measure the solar radiation components. On the other hand, by installing measuring instruments at every site it would be impossible to cover the high expenses resulting from the non-availability of measured solar radiation data for most sites worldwide. In addition, the lack of accuracy of the measuring equipment caused records in the data set to be misplaced. Likewise, solar radiation prediction, system design, and installation necessitate the utilization of the solar radiation measured at nearby meteorological stations (Yadav et al., 2014).

Numerous models for estimating global Solar Radiation (GSR) has been included in the bibliography. They can be divided into three groups: empirical models, physical models, and soft computing using machine learning techniques (Chen et al., 2013). The first group presents models that are acquired by statistical means from observed irradiance data. Meanwhile, the second category is based on first-principle equations. At last, the third category includes techniques that have been used widely in recent years; among these techniques, we can cite Artificial Neural Networks (ANN), support vector machine (SVM) (Chen et al., 2013), extreme learning machine (ELM) (Şahin et al., 2014), and Gaussian Process Regression (GPR).

Previously, measured from conventional meteorological stations and evaluated indirectly as a function of SR, parameters such as air temperature, humidity, sunshine duration, and cloud coverage were developed in harmony with Solar Radiation prediction models (Kiziltan & Şahin, 2016). In the literature, by using three categories as inputs, Khorasanizadeh and Mohammadi (Khorasanizadeh...
& Mohammadi, 2013) tried to speculate the monthly means of global solar radiation through the function of sunshine duration only, the function of sunshine duration as well as relative humidity and ambient temperature, and the function of relative humidity with ambient temperature whether being maximum or minimum, of course, independent of sunshine duration.

Based on meteorological parameters, such as daily mean air temperature, relative humidity, sunshine hours, evaporation, and wind speed, two kinds of ANN were initiated by Behrang and Assareh(Behrang et al., 2010) for the estimation of DGSR. Meanwhile, Rahimikhoob(Rahimikhoob, 2010) employed ANN in a semi-arid environment as a function of air temperature data for the estimation of GSR. Mellit et al. (Mellit et al., 2011) developed six ANN models basing their deed on three meteorological parameters like air temperature, sunshine duration, and relative humidity. Behrang et al. (Behrang et al., 2010) have trained seven ANN models using daily values of measured sunshine duration, theoretical sunshine duration, maximum temperature, and the month number.

In Abha (Saudi Arabia), Rehman and Mohandes(Rehman & Mohandes, 2008) utilized ANN as a function of air temperature and relative humidity for the estimation of GSR. As a result, it was found that in locations where only temperature and relative humidity are available, ANNs are capable to estimate the GSR. In addition, forty Chinese cities, covering nine major thermal climatic zones and sub-zones, wherein Lam and Wan (Lam et al., 2008) employed measured sunshine duration along with the use of ANNs in the purpose of developing prediction models for the estimation of the daily GSR. Obtained results show that the coefficients of determination (R2) for all the 40 cities and nine climatic zones/sub-zones are 0.82 or higher, manifesting a reasonably strong relationship existing between daily GSR and the corresponding sunshine hours.

Furthermore, in Dezful city (Iran), Asl et al. (Asl et al., 2011) have anticipated the amount of daily GSR with an absolute percentage error of 6.08%; while Ramedani et al (Ramedani et al., 2013) have estimated the amount of global solar radiation of Tehran city using multilayer perceptron (MLP) neural network along with three layers with neuron number of 6-37-1 and some minimum input parameters: maximum daily temperature, relative humidity, sunshine duration and the amount of precipitation. They have attained the optimal model with a root-mean-square error of 3.09.

Meanwhile, a study was made by Mellit and (Mellit & Pavan, 2010) in which 14 months of data measured in Trieste, Italy, and MLP were used to predict the solar irradiation for 24 h from the daily average value of the global solar irradiation and the air temperature. Consequently, after several simulations, they have found that the optimal configuration is obtained with an input layer of 3 inputs, two hidden layers of 11and 17 neurons, and an output layer of 24 outputs. Endogenous and exogenous meteorological data were used as input by Voyant et al. (Voyant et al., 2011) who applied ANN to the forecast of the daily horizontal global irradiation. Moreover, by using only endogenous input data, they tried to compare this optimal network with an ANN structure. As a consequence, the relative RMSE was 0.5% and 1% in two Corsican stations. Monthly average values of daily global radiation were estimated on horizontal surfaces in most of the studies.

Ahmet Koca et al. (Koca et al., 2011) used ANN to estimate the solar radiation within the Mediterranean region of Anatolia in Turkey. The number of input variables increased from 2 to 6 (latitude, longitude, altitude, month, average cloudiness, and sunshine duration) and the effective number of input variables used for estimation is studied.

A random choice of which predictors should be used to result in a good solar radiation forecasting is a time and effort consuming. Also, the absence of a wise decision of selecting appropriate predictors can cause redundancy and correlation between data features which increase the input dimensionality and the complexity of the forecasting process in addition to decrease the forecasting performance. Therefore, the purpose of our work is the search of the optimal input features, which can reduce the complexity and increase the performance of the daily GSR forecasting process. To reach this objective, we propose the use of a set of features selection techniques to assess the relevance of several widely used predictors. Then, using an ANN to fit the measured daily global solar radiation using the found optimal predictors. To assess the performance of our proposed method, a real dataset collected in Ghardaïa area, Algeria, during the period of 2013
to 2015 is used, where a set of objective evaluation metrics is computed. As a result, a ranking score for each predictor is delivered to express their relevance. Consequently, the most relevant predictors are then used to train an MLP to fit the measured daily global solar radiation.

The remain of the paper is organized as follows: Section 2 presents theoretical background of features selection techniques as well as the MLP, in addition to site location and the data set collection. Section 4 demonstrates the setup of our experiments. The found results with thorough discussions are presented in section 4. At last, the final section stands for the conclusion of the work.

2. Theory

In this section, we will present the theoretical background of the different aspects treated in the present work, such as the features selection techniques and the used classifier, which is MLP, an idea about the dataset, and the evaluation metrics used to assess our found results.

2.1. Features selection

Usually, collected data used to predict solar radiation has multiple predictors, including but not limited to temperature (T), humidity (H), pressure (Pr), and sunshine duration (SS). Having a group of features in line and selecting the features to build the best prediction model, features selection techniques help to find the relevance weight of each input parameter, usually called predictor, and its likelihood to participate in predicting the response. Features selection techniques aid in reducing the dimension of the input data and deleting the redundant noisy data, which can reduce the prediction process’s complexity and enhance the predicted response’s performance.

As we have claimed early in this work, our objective is to search for the optimal combination of best-input parameters that can result in a good prediction of the daily GSR. To reach this goal, we have used many feature selection techniques:

Relief technique

In 1992 Kira and Rendell developed a filter-method technique called the Relief features selection algorithm (Kira, Kenji, n.d.) (Kira, K., & Rendell, 1992). Relief was initially conceived to solve binary classification problems with discrete features. The principle of work of the Relief algorithm consists of taking a dataset with $n$ samples of $p$ features, scaling each feature between zero and one, and then computing a weight or a score for each input predictor. Predictors’ importance is ranked according to their scores. Afterwards, a set of best-scoring predictors is selected to predict the response further. Relief scores are computed using differences between feature values and nearest neighbour instance pairs. A neighbour of each instance is called either ’a hit’ if it belongs to the same class or ’a miss’ if it belongs to another class. The neighborhood relation is computed based on the difference between instances features. The feature score $W_i$ is updated in each iteration of the algorithm according to the following equation:

$$ W_i = W_i - (x_i - \text{near}	ext{HIT}_i)^2 + (x_i - \text{near}	ext{Miss}_i)^2 $$

Where $W_i$ decreases if the neighbour is a hit and increases otherwise. After the maximum number of iterations ($m$) is reached, each element of $W_i$ is divided by $m$. The final value of $W_i$ presents the weight or the relevance of the feature $i$.

Several Relief-based feature selection algorithms have been developed, including the well-known ReliefF algorithm proposed by Kononenko et al. (Kononenko, 1994), which we have used in the present work. The reliefF algorithm uses the Manhattan (L1) norm instead of Euclidean (L2) norm to search the near-hit and near-miss neighbors. In addition, Kononenko et al. have found useful to take the absolute differences and to update the weight vector instead of the square value of the differences (Kononenko, 1994). ReliefF algorithm has several advantages like(1) being more
reliable in noisy situations (Kononenko, 1994), (2) extensible to multi-class problems (Kononenko, 1994), (3) having the ability to deal with regression problems (Robnik-Šikonja & Kononenko, 1997) and (4) the robustness against missing data (Kononenko, 1994). Nevertheless, they have some cons, such as the inability to distinguish between redundant features. Also, the small size of the training samples can result in poor performance.

**Minimum correlation technique**

Minimum Correlation Features Selection (minimum CFS) is a very directed and simple technique based on computing the correlations between the input features.

Assuming that we have $n$ instances with $p$ features. The minimum CFS computes a matrix of correlations $C$ of $p$ by $p$ elements

$$C = [c_{1,1}, c_{1,2}, c_{1,3}, \ldots, c_{1,p}]
\begin{bmatrix}
  c_{2,1} & c_{2,2} & c_{2,3} & \cdots & c_{2,p} \\
  c_{3,1} & c_{3,2} & c_{3,3} & \cdots & c_{3,p} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  c_{p,1} & c_{p,2} & c_{p,3} & \cdots & c_{p,p}
\end{bmatrix}$$

(2)

Where each element $c_{i,j}$ is a correlation between $f_i$ and $f_j$ features.

The score or the weight $W_i$ of the feature $f_i$ is the mean of values of the column $i$ (i.e the mean of the correlation factor between the feature $f_i$ and the remaining features):

$$W_i = \text{score}_i = \frac{1}{p} \sum_{j=1}^{p} C_{j,i}$$

(3)

The most interesting feature is the least correlated one with other features, which corresponds to :

$$\text{Best}f_i = \min(\text{mean}(C))$$

(4)

According to this rule, we sort the mean of correlations in ascending order and take the features with minimum weights to be used as relevant predictors.

**Chi-square test technique**

The Chi-square test is a technique that helps to remedy the problem of feature selection by testing the relationship between each two features. It is a statistical independence test used to find the dependency of two variables (Alisha Sikri, 2023). Its principle of feature selection is based on the computation of the dependency of each feature of our input data with the response using chi-square statistics. Lower is the Chi-Square value, lower is the dependence of the feature to the response, and is more likely to be discarded from the predictors selected for the prediction process. Chi-square score, usually called the $\chi^2$ test, which is given by :

$$\chi^2 = \frac{(\text{Observed frequency} - \text{Expected frequency})^2}{\text{Expected frequency}}$$

(5)

Observed frequency is the number of class observations. Expected frequency is the number of expected observations of class if there was no relationship between the feature and the target.
F-test technique

In this technique, features' scores are computed based on the variance’s ratio computation using the F-test parametric statistical test. In this work, we adopted one F-test version among the known versions of the F-test technique, namely the ANOVA F-test method, standing for Analysis of Variance. This latter divides the variance between groups by the variance within a group for a given feature. Here, the groups are the samples of data with the same response. ANOVA F-test checks the relevance of every feature individually based on the F-test. Each F-test checks the hypothesis that the response values grouped by predictor variable values come from data samples having the same mean against a second hypothesis that the data samples' means are not all the same. The weaker the f-score, the greater the importance of the corresponding predictor (Dhanya et al., 2020).

Neighborhood Component Analysis technique

Neighborhood Component Analysis (NCA) is a non-parametric method used to select features to maximize the prediction accuracy of regression algorithms. NCA aims at "learning" a distance metric by searching to linearly transform the input data in such a way that the average leave-one-out (LOO) classification performance is maximized in the transformed space (Jacob Goldberger et al., 2005).

NCA technique is driven by the functionality of the well-known K-Nearest Neighbors algorithm, which is an easy classification technique based on finding the label of a test point using the labels of its k nearest training points. KNN has two main drawbacks: (1) it is computationally expensive to store and compare the test point with the entire training set points. (2) The result performance is strongly related to the distance metric searching "nearest" points. NCA remedies these two problems by using a quadratic distance metric, which can be restricted to a low rank, and reduce the dimensionality; consequently, the storage and search times are shortened.

NCA features selection technique can be used efficiently for regression by making the response value continuous.

2.2. Multi-Layer Perceptron neural network (MLP)

A multilayer perceptron (MLP) is a static artificial neural network that contains more than one perceptron. They comprise numerous layers: a layer of input receiving the signal, an output layer that makes a decision or prediction from the input's information, and an adjustable number of hidden layers that serve as the MLP's actual processing engine. Figure 1 illustrates the architecture of a generic MLP model, which is often applied to supervised learning problems: They train on a set of input-output pairs and learn to model the correlation between those inputs and outputs. Training involves adjusting the weights and biases of the model to minimize error (equation 4). Backpropagation algorithms like gradient descent, conjugate gradient, Levenberg Marquardt (LM), and an activation function are used to adjust weight and bias relative to the error.
\[ y_j = f \left( \sum_i w_{ij} * x_{ij} - b_j \right) \] (6)

2.3. Site and dataset

The experimental dataset used in this work is available by the Applied Research Unit for Renewable Energies (URAER) situated in the south of Algeria about 20 km from Ghardaïa city with (latitude = +32.37, longitude = +3.77 and altitude = 450 m). Figure 1 shows the site location. Its site is characterized by exceptional sunshine where the rate of insolation is significant; in a sunshine duration that is more than 3000 (hours/year) and on a horizontal plane, it was found that the mean annual global solar radiation exceeded 6000 (Wh/m2). On the contrary, winter in Ghardaïa is recognized as extreme cold due to the windblown snow from the highlands; Temperature is high in summer as it can exceed 45°C while being relatively cool in winter; the jellies are exceptional and small (Guermoui, Abdelaziz, et al., 2022) (Guermoui & Rabehi, 2020).

The database contains the following parameters: Day’s number (ND), DGSR, daily Air Temperature (Tmin, Tmax, Tmean), Relative Humidity (RHmin, RHmax, RHmean), Pressure (Pmin, Pmax, Pmean), Sushine Duration (SD). The data are recorded every 5 min with high precision by a radiometric station installed at the rooftop of the URAER, as shown in Figure 2. The daily data are obtained using a Trapezoidal integral on the collected data of the 5-min steps from sunrise to sunset. Figures 3 and 4 show examples of the evolution of two parameters from this dataset: daily global solar radiation (DGSR), and sunshine duration received along three years (2013, 2014 and 2015) on horizontal surface.
3. Experimental Setup

3.1. Proposed method steps

The architecture of our proposed method to predict daily GSR consists of the following steps:

1. Preparation of the data to be further used in the training and the test of our MLP.
2. Selection of the relevant features of the input data using the five different feature selection techniques mentioned in section 4.4.
3. Creation of an MLP.
4. Training and testing the proposed model using train and test data, respectively.
5. Validation of the model using an objective evaluation based on Mean Absolute Bias Error (MABE), Root Mean Square Error (RMSE), Normalised Root Mean Square Error (MMSE) and Determination Coefficient ($r$) detailed in section 4.4.
4.2. Data pre processing

The collected data are scaled linearly to the range [0, 1] using the following equation:

\[ X_{\text{nor}}_i = \frac{x_i - \text{min}(X)}{\text{max}(X) - \text{min}(X)} \]  

(7)

Where \( X \) is an input data vector, \( X_{\text{nor}}_i \) is the normalized value of the input \( x_i \), \( \text{min} \) and \( \text{max} \) are the minimum and the maximum values.

After the scaling, the data is then divided into two major sets training and test. The former is used for model hyper parameters tuning (700 values), while the latter (142 values) is used for examining the behavior of the studied model. In addition, 100 samples from the training set are used for the validation to prevent the overfitting phenomena.

4.3. MLP Setup

An MLP is used to realize the function of daily GSR prediction. MLPS are strong predictors which can learn non-linear mappings between input and output data. The MLP used in our work contains two hidden layers of 10 sigmoidal neurons each and an output layer of one linear neuron. We have chosen this MLP configuration through the trial and error principle after testing several architectures with different numbers of layers and different neurons in each layer. Furthermore, the Levenberg-Marquardt backpropagation algorithm adapts connection weights during the training process. We have chosen the latter because of its high efficiency and speed, particularly with small training data, as in our case in this work.

4.4. Model Validation Metrics

The estimated values and the measured values, when compared, in this work, using different statistical indexes, results in the assessment of the performance of models: Root Mean Square Error (RMSE), Relative Square Error (rRMSE), Determination Coefficient (R2), and Correlation Coefficient(r) (Gairaa et al., 2019)(Rabehi et al., 2020).

Hence, the difference between the anticipated values considered by the model and the measured values is displayed in RMSE. The RMSE identifies the model’s accuracy calculated by:

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{H} - H)^2} \]  

(8)

where \( \hat{H} \) stands for the estimated values, and \( H \) denotes the measured values.

The nRMSE can be calculated by splitting the RMSE into the average of measured data as (Guermoui, Benkaciali, et al., 2022)(Guermoui, Bouchouicha, et al., 2022):

\[ \text{nRMSE} = \frac{1}{n} \sum_{i=1}^{n} (\hat{H} - H)^2 \times 100 \]  

(9)

The judgment of the assessed model can be built upon nRMSE as follows(Rabehi et al., 2021):

The model is considered:

Excellent if: \( \text{nRMSE} < 10\% \)
Good if: \(10\% < \text{nRMSE} < 20\%\)

Fair if: \(20\% < \text{nRMSE} < 30\%\)

And Poor if: \(\text{nRMSE} > 30\%\)

\(r\) can be calculated according to the following formula, in which they indicate the strength of the linear relationship existing between the measured and predicted values:

\[
r = \frac{\sum_{i=1}^{n} (H_P - \bar{H}_P)(H_M - \bar{H}_M)}{\sqrt{\sum_{i=1}^{n} (H_P - \bar{H}_P)^2 \sum_{i=1}^{n} (H_M - \bar{H}_M)^2}}.
\] (10)

The MABE, give the mean absolute value of bias error. Its expression is given by:

\[
\text{MABE} = \frac{1}{n} \sum_{i=1}^{n} (H_P - H_M)
\] (11)

4. Results and discussion

The main goal of this work is to study the influence of the selected input predictors on the prediction of the daily GSR. As mentioned in section 2.3, our dataset has several predictors, such as the minima, the maxima and the means of temperature, humidity, and pressure, as well as the sunshine duration and the number of days. Using the whole pole of these features can increase the dimension of the input data and result in redundant noisy data, which increases the prediction process's complexity and breaks down the predicted response's performance. Therefore, our objective is to assess a set of feature selection techniques to extract relevant features and consequently increase the daily GSR prediction.

Figures (5-9) present the scores ranking of the 11 predictors of the training input data for ReliefF, Minimum CFS, Chi-square test, F_test, and NCA features selection techniques, respectively.

![ReliefF Features Selection Technique](image)

Figure 5 - Predictors’ importance Scores of the 11 predictors of the training input data for ReliefF features selection technique.
According to the ReliefF features selection technique, the most interesting feature is the Sunshine duration, with a score of 0.0677, followed by the Number of the Day feature, with a score of 0.0271. The remaining feature scores vary from 0.0058 to 0.0015. The Minimum CFS technique puts out “Sunshine duration”, “Pressure Max” and “number of the day” as the most relevant features with scores of 0.2028, 0.2028 and 0.2025, respectively.

![Minimum CFS Technique](image)

**Figure 6 - Predictors’ importance Scores of the 11 predictors of the training input data for minimum CFS features selection technique.**

For the Chi-square test technique, “Temperature Max” and “Sunshine Duration” are selected as the most interesting predictors, with scores of 0.8872 and 0.8773, respectively. Another remark that can be seen from Figure 7 is that the predictors’ relevance is very similar for this feature selection technique. They come in a tight range varied from 0.7265 to 0.8872.

![Chi-square Test Features Selection Technique](image)

**Figure 7 - Predictors’ importance Scores of the 11 predictors of the training input data for Chi-Square Test features selection technique.**

The f-Test features selection technique selected the “Number of the Day” feature as the more interesting feature with a score of 564.2552, followed by the “Sunshine Duration” with a score of 395.9209. The least interesting feature according to this technique is “Pressure Min” with a score...
of 56.7554. Note that the scores scale differs from one feature selection technique to another due to the different methods of score computing.

![F-Test Features Selection Technique](image1)

**Figure 8 - Predictors’ importance Scores of the 11 predictors of the training input data for F-Test features selection technique.**

The last evaluated feature selection technique is the NCA. It selected “Sunshine Duration” as the more suited feature to predict the daily GSR with a score of 3.1566, followed by the “Number of the Day” feature with a score of 0.6985. NCA gives almost a score of Zero for the all-remaining features. The scores of the remaining features vary from 9.9533e-05 to 1.6970e-06.

![NCA Features Selection Technique](image2)

**Figure 9 - Predictors’ importance Scores of the 11 predictors of the training input data for minimum NCA features selection technique.**

Table 1 summarizes the ranking of each of the 11 predictors for the five used features selection techniques. The seventh column of the table namely “Mean rank” presents the mean of the ranking of each predictor by all the used features selection in this study. One can note easily from the Table that the most interesting predictor for all experiments is the “Sunshine Duration” with a mean rank of 1.4. It is ranked first by three technique and second by two techniques. The second
The most interesting predictor is the “Number of the Day” feature with a mean rank of 3. The worst predictor is the “Pressure Min” with a rank mean of 8.2.

### Table 1 - The ranking of each of the 11 predictors according to all FS techniques

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Ranking according to</th>
<th>Mean rank</th>
<th>Ranking according to</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ReliefF</td>
<td>Min CFS</td>
<td>Chi-square test</td>
</tr>
<tr>
<td>'TemperatureMean'</td>
<td>11</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>'TemperatureMin'</td>
<td>9</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>'TemperatureMax'</td>
<td>7</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>'NmbrofDay'</td>
<td>2</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>'SunshineDuration'</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>'HumMean'</td>
<td>5</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>'HumMin'</td>
<td>3</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>'HumMax'</td>
<td>6</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>'PrMaen'</td>
<td>8</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>'PrMin'</td>
<td>10</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>'PrMax'</td>
<td>4</td>
<td>2</td>
<td>9</td>
</tr>
</tbody>
</table>

Detailed numerical forecasting findings are displayed in Table 2. It presents the obtained values of MABE, RMSE, nRMSE, and r between the measured and predicted daily GSR in function of the number of selected predictors from the input data using ReliefF, Min CFS, Chi-square Test, F-Test, and NCA features selection techniques. It is worth noting that selected predictors for each feature selection technique start from the most to the worst relevant predictors according to this technique and as presented in Table 1. For instance, when we say that we have taken only one predictor for the ReliefF technique, this predictor is the "Sunshine Duration", as it is the most relevant predictor for this technique. By the same way, if we take two predictors for the Min CFS for example, then the taken predictors are the two best predictors for this FS technique, which are 'SunshineDuration' and 'PrMax' as reported in Table 1, and so on.

As can be seen from Table 2, all models show reasonable forecasting accuracy when speaking about statistical indexes. For instance, the best r for all the FS techniques varies from 98.02 (corresponds to Min CFS using three predictors) to 98.44 (corresponds to NCA using three predictors too). Another remark is that Min CFS, F-test and NCA achieves their best statistical indexes values for a number of selected predictors of three only, which present a good dimensionality reduction of the input data. Chi-square technique achieved its best for a number of selected predictors of seven; however, ReliefF is the worst technique according to this point of comparison as it is necessary for it to use all the 11 predictors to reach its best.

Overall experiments show that the NCA technique outperforms others as it records the best scores for the four used statistical indicators with values of 0.0176, 0.0266 and 5.0575 and 98.44 for MABE, RMSE, nRMSE and r, respectively. This best result corresponds to a number of only three selected predictors, which are “Sunshine duration”, “Number of the Day” and “Temperature Max”.
Table 2 - The performance of daily GSR forecasting in function of the number of selected predictors using different features selection techniques.

<table>
<thead>
<tr>
<th>Number of Predictors</th>
<th>MABE (MJ/m²)</th>
<th>RMSE (MJ/m²)</th>
<th>nRMSE</th>
<th>r (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ReliefF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0,0960</td>
<td>0,1126</td>
<td>21,3892</td>
<td>0,6676</td>
</tr>
<tr>
<td>2</td>
<td>0,0204</td>
<td>0,0323</td>
<td>6,1394</td>
<td>0,9769</td>
</tr>
<tr>
<td>3</td>
<td>0,0201</td>
<td>0,0306</td>
<td>5,8095</td>
<td>0,9793</td>
</tr>
<tr>
<td>4</td>
<td>0,0198</td>
<td>0,0312</td>
<td>5,9163</td>
<td>0,9786</td>
</tr>
<tr>
<td>5</td>
<td>0,0208</td>
<td>0,0296</td>
<td>5,6178</td>
<td>0,9807</td>
</tr>
<tr>
<td>6</td>
<td><strong>0,0196</strong></td>
<td>0,0301</td>
<td>5,7188</td>
<td>0,9800</td>
</tr>
<tr>
<td>7</td>
<td>0,0199</td>
<td>0,0295</td>
<td>5,6069</td>
<td>0,9808</td>
</tr>
<tr>
<td>8</td>
<td>0,0205</td>
<td>0,0310</td>
<td>5,8910</td>
<td>0,9788</td>
</tr>
<tr>
<td>9</td>
<td>0,0214</td>
<td>0,0315</td>
<td>5,9732</td>
<td>0,9781</td>
</tr>
<tr>
<td>10</td>
<td>0,0242</td>
<td>0,0333</td>
<td>6,3300</td>
<td>0,9754</td>
</tr>
<tr>
<td>11</td>
<td>0,0202</td>
<td><strong>0,0291</strong></td>
<td><strong>5,5322</strong></td>
<td><strong>0,9813</strong></td>
</tr>
<tr>
<td>Min CFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0,0933</td>
<td>0,1121</td>
<td>21,2915</td>
<td>0,6714</td>
</tr>
<tr>
<td>2</td>
<td>0,0564</td>
<td>0,0764</td>
<td>14,5054</td>
<td>0,8632</td>
</tr>
<tr>
<td>3</td>
<td><strong>0,0191</strong></td>
<td><strong>0,0299</strong></td>
<td>5,6831</td>
<td><strong>0,9802</strong></td>
</tr>
<tr>
<td>4</td>
<td>0,0205</td>
<td>0,0316</td>
<td>5,9960</td>
<td>0,9780</td>
</tr>
<tr>
<td>5</td>
<td>0,0199</td>
<td>0,0312</td>
<td>5,9225</td>
<td>0,9785</td>
</tr>
<tr>
<td>6</td>
<td>0,0203</td>
<td>0,0306</td>
<td>5,8184</td>
<td>0,9793</td>
</tr>
<tr>
<td>7</td>
<td>0,0216</td>
<td>0,0310</td>
<td>5,8904</td>
<td>0,9788</td>
</tr>
<tr>
<td>8</td>
<td>0,0218</td>
<td>0,0322</td>
<td>6,1145</td>
<td>0,9771</td>
</tr>
<tr>
<td>9</td>
<td>0,0222</td>
<td>0,0311</td>
<td>5,9034</td>
<td>0,9787</td>
</tr>
<tr>
<td>10</td>
<td>0,0215</td>
<td>0,0302</td>
<td>5,7447</td>
<td>0,9798</td>
</tr>
<tr>
<td>11</td>
<td>0,0212</td>
<td>0,0299</td>
<td><strong>5,6823</strong></td>
<td>0,9802</td>
</tr>
</tbody>
</table>
Table 2 – (continued)

<table>
<thead>
<tr>
<th>Number of Predictors</th>
<th>MABE (MJ/m²)</th>
<th>RMSE (MJ/m²)</th>
<th>nRMSE r (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1436</td>
<td>0.1787</td>
<td>33,936 0.6284</td>
</tr>
<tr>
<td>2</td>
<td>0.0693</td>
<td>0.0829</td>
<td>15,7368 0.8366</td>
</tr>
<tr>
<td>3</td>
<td>0.0693</td>
<td>0.0832</td>
<td>15,8098 0.8350</td>
</tr>
<tr>
<td>4</td>
<td>0.0545</td>
<td>0.0688</td>
<td>13,0660 0.8906</td>
</tr>
<tr>
<td>5</td>
<td>0.0619</td>
<td>0.0726</td>
<td>13,7907 0.8773</td>
</tr>
<tr>
<td>6</td>
<td>0.0507</td>
<td>0.0699</td>
<td>13,2737 0.8869</td>
</tr>
<tr>
<td>7</td>
<td>0.0200</td>
<td>0.0295</td>
<td>5,5993 0.9808</td>
</tr>
<tr>
<td>8</td>
<td>0.0203</td>
<td>0.0296</td>
<td>5,6181 0.9807</td>
</tr>
<tr>
<td>9</td>
<td>0.0255</td>
<td>0.0343</td>
<td>6,5069 0.9740</td>
</tr>
<tr>
<td>10</td>
<td>0.0210</td>
<td>0.0279</td>
<td>5,3054 0.9828</td>
</tr>
<tr>
<td>11</td>
<td>0.0202</td>
<td>0.0313</td>
<td>5,9449 0.9784</td>
</tr>
<tr>
<td>1</td>
<td>0.0688</td>
<td>0.1044</td>
<td>19,8337 0.7235</td>
</tr>
<tr>
<td>2</td>
<td>0.0197</td>
<td>0.0310</td>
<td>5,8859 0.9788</td>
</tr>
<tr>
<td>3</td>
<td>0.0201</td>
<td>0.0294</td>
<td>5,5748 0.9810</td>
</tr>
<tr>
<td>4</td>
<td>0.0215</td>
<td>0.0296</td>
<td>5,6294 0.9806</td>
</tr>
<tr>
<td>5</td>
<td>0.0196</td>
<td>0.0295</td>
<td>5,5985 0.9808</td>
</tr>
<tr>
<td>6</td>
<td>0.0209</td>
<td>0.0309</td>
<td>5,8725 0.9789</td>
</tr>
<tr>
<td>7</td>
<td>0.0202</td>
<td>0.0294</td>
<td>5,5926 0.9809</td>
</tr>
<tr>
<td>8</td>
<td>0.0220</td>
<td>0.0328</td>
<td>6,2210 0.9763</td>
</tr>
<tr>
<td>9</td>
<td>0.0221</td>
<td>0.0334</td>
<td>6,3384 0.9754</td>
</tr>
<tr>
<td>10</td>
<td>0.0213</td>
<td>0.0311</td>
<td>5,9046 0.9787</td>
</tr>
<tr>
<td>11</td>
<td>0.0239</td>
<td>0.0324</td>
<td>6,1565 0.9768</td>
</tr>
</tbody>
</table>
Table 2 – (continued)

<table>
<thead>
<tr>
<th>Number of Predictors</th>
<th>MABE (MJ/m²)</th>
<th>RMSE (MJ/m²)</th>
<th>nRMSE</th>
<th>r (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0873</td>
<td>0.1057</td>
<td>20.0676</td>
<td>0.7156</td>
</tr>
<tr>
<td>2</td>
<td>0.0198</td>
<td>0.0309</td>
<td>5.8750</td>
<td>0.9789</td>
</tr>
<tr>
<td>3</td>
<td>0.0176</td>
<td>0.0266</td>
<td>5.0575</td>
<td>0.9844</td>
</tr>
<tr>
<td>4</td>
<td>0.0202</td>
<td>0.0303</td>
<td>5.7555</td>
<td>0.9797</td>
</tr>
<tr>
<td>5</td>
<td>0.0191</td>
<td>0.0306</td>
<td>5.8034</td>
<td>0.9794</td>
</tr>
<tr>
<td>6</td>
<td>0.0194</td>
<td>0.0279</td>
<td>5.3072</td>
<td>0.9828</td>
</tr>
<tr>
<td>7</td>
<td>0.0200</td>
<td>0.0289</td>
<td>5.4822</td>
<td>0.9816</td>
</tr>
<tr>
<td>8</td>
<td>0.0192</td>
<td>0.0280</td>
<td>5.3103</td>
<td>0.9828</td>
</tr>
<tr>
<td>9</td>
<td>0.0206</td>
<td>0.0300</td>
<td>5.6989</td>
<td>0.9801</td>
</tr>
<tr>
<td>10</td>
<td>0.0195</td>
<td>0.0289</td>
<td>5.4852</td>
<td>0.9816</td>
</tr>
<tr>
<td>11</td>
<td>0.0207</td>
<td>0.0304</td>
<td>5.7745</td>
<td>0.9796</td>
</tr>
</tbody>
</table>

A sample from forecasting errors reported in Table 3, which is MABE is vividly visualized in Figure 10 in order to deliver a graphical visualization of the obtained results.

Even that all the used FS techniques in this work are starting with a poor performance of prediction using only one or two predictors. However, the performance increases and reaches excellent values beyond the use of three predictors or more for all the features techniques, excluding the Chi-square test technique. For these latter features selection technique, statistics remain weak for a number of selected predictors varied from 1 to 6. For a number of predictors equal to or greater than 7, the Chi-square technique performance also increases and achieves comparable performance to the remaining techniques.

Figure 10 - The MABE in function of the number of selected predictors for the five different used features selection techniques
Furthermore, it can be seen clearly from figure 10 that all the features’ techniques have achieved an MABE error close to the value 0.02, which is significantly low and proves the effectiveness of the proposed method.

An example of the obtained regression between the measured and the predicted daily GSR using our proposed method is presented in Figure 11. It refers to the best-obtained result in overall our experiments, which corresponds to three selected predictors using the NCA technique. It can be seen from the graph that the dispersion between the measured and predicted samples of data is very low, which proves the high performance of the proposed model.

![Figure 11 - Correlation between measured and predicted Global Solar Radiation using our proposed method](image)

Furthermore, prediction outputs based on the proposed method against the measured data are shown in Figure 12 to graphically analyze the best-found model's performance. Our proposed model achieves good agreement between the measured and predicted values. The two graphs look very close, which again proves our proposed method's excellent performance.8,5.

![Figure 12 - Comparison between the normalized values of measured and predicted Global Solar Radiation using our proposed method](image)
5. Conclusion

This paper compares several feature selection techniques proposed to select the best combinations of input data predictors for estimating the daily global solar radiation. Five different feature selection techniques are investigated using a daily database of three years of measurements in a semi-arid climate. It has been found that Neighborhood Component Analyses slightly outperform other techniques. Furthermore, we have found that the “Sunshine duration” is the most relevant feature, followed by “the number of the Day”. However, using only one or two predictors cannot result in good prediction performance. Using the three best predictors for most of the feature selection techniques is enough to provide a good trade-off between acceptable performance of daily GSR prediction and a reasonable dimensionality reduction.

As a perspective, one can elaborate on this study by considering additional cases studies with different climate conditions. Furthermore, we suggest testing other techniques to search the best predictors combinations based on optimization methods like Genetic Algorithms.
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