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Resumo 

Este artigo apresenta o desenvolvimento inicial dos robôs da categoria IEEE Very Small Size Soccer 

(VSSS), incluindo a modelagem e impressão 3D de componentes mecânicos, a integração de uma 

eletrônica embarcada, um sistema de visão computacional e a simulação de uma estratégia de 

navegação. O sistema de visão computacional proposto é capaz de capturar e processar imagens 

durante a partida para fornecer as posições e velocidades dos robôs e da bola. A partir desses dados 

de odometria, a estratégia de navegação proposta, baseada em campos vetoriais, calcula comandos 

para os robôs, permitindo diferentes funções de robô na partida de futebol (atacante, defensor e 

goleiro). Essa estratégia, implementada em um simulador, sendo intuitiva e de baixo custo 

computacional. 

Palavras-chave: Futebol de robôs. VSSS. Visão computacional. Campo vetorial. 

 

Abstract  

This paper presents the initial development of the IEEE Very Small Size Soccer (VSSS) robots, 

including the modeling and 3D printing of mechanical components, the integration of embedded 

electronics, a computer vision system, and the simulation of a navigation strategy. The proposed 
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computer vision system can capture and process images during the VSSS match to provide the 

robots' and the ball's positions and velocities. From these odometry data, the proposed navigation 

strategy based on vector fields calculates commands to the robots, allowing different robot roles in 

the soccer match (striker, defender, and goalkeeper). This strategy, implemented in a simulator, is 

intuitive and has a low computational cost. 

Keywords: Robot soccer. VSSS. Computer vision. Vector field. 

 

1. Introduction 

IEEE Very Small Size Soccer (VSSS) is a competition where two teams of three or five 

robots face each other to play a game similar to soccer but with their own rules. A computer controls 

these robots remotely, with no human interference while the match occurs (IEEE VSSS, 2023).  

Figure 1 illustrates a match's environment, showing the camera position above the pitch for each 

team. By capturing images of the match, a computer is responsible for processing the data and 

sending the necessary commands to each of the team's robots. 

 
 

Figure 1 - Diagram of a match in the VSSS category. 

 

The robots used in this category are differential robots, which are powered by two parallel 

wheels that, based on the difference in speed between them, make it possible to change the robot's 

linear and angular speed and its orientation in the field. For example, when the wheels' speeds are 

equal but in opposite directions, the robot would rotate around its axis and not move. However, if 

the speeds and directions are equal, the robot will follow a straight line, considering an ideal model 

(SIEGWART, R. et al, 2004). 

Each robot has an embedded processor. Some works use FPGA (Field Programmable Gate 

Array) with parallel processing, as shown in (ÁGUAS, 2018). However, most robot projects in this 

category use Arduino, usually with an Xbee communication module (PINTO, 2017). 

The computer vision system captures an image, which is then processed by a computer. The 

robots then receive the necessary calculations to execute their best strategy during the match. With 

this information, the robots navigate the field autonomously, calculating the best movement to reach 

their goal at each moment without human intervention. OpenCV, a popular library, is used for this 

processing. It can extract information from images, such as the location of objects like robots and 

balls. The library allows the use of the HSV color system, which has three measures of color 

perception, namely hue, saturation, and value, as shown in Figure 2. By independently controlling 

these measures, color detection algorithms can be fine-tuned to work effectively under different 

lighting conditions. 
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Figure 2 - HSV chromatic disk (Wikipédia, 2015). 

 

Several studies have been carried out in the field of computer vision for robot soccer. For 

example, in the work of Cunha (2019), the OpenCV library was used to obtain the positions and 

velocities of the robots and the ball in the VSSS game using the HSV color system. Differently, 

Rosa (2015) used an algorithm with OpenCV functions to detect objects in the RGB color standard. 

Some studies in this area have aimed at finding ways to increase the effectiveness of the computer 

vision system. For example, in his work, Hofstatter (2016) used the extended Kalman filter 

technique to achieve greater accuracy in the computer vision system. The author used a more refined 

version of the filter to transform the kinematic model of robot soccer into a linear model. The result 

of this application was that the vision system captured positions much more consistent with the real 

positions of objects on the field. 

Another example to mention is the work of Bianchi and Reali-Costa (2000), which highlights 

the system for calibrating the position of objects using color. The system implemented by the authors 

has a good response speed, making it possible to complete the calibration within the time required 

by the regulations. In addition, the way it is done is simple: just by clicking with the mouse on the 

objects of interest, identifying the colors of each one, even with the variations in brightness during 

the match. 

Therefore, based on the position, orientation and speed information of the robots and the ball 

on the field, it is necessary to define a navigation strategy. One of the most widely used methods is 

based on Vector fields because these methods are an intuitive and flexible representation and have 

a low computational cost (DA ROSA AND ROSA, 2021), (DOS SANTOS et al., 2019) (LIM, Y. 

et al., 2008). Recently, there has been a search for solutions using Artificial Intelligence, as proposed 

by Lugli et al. (2019) and Freitas et al. (2023). 

In this context, this paper presents the initial development of soccer robots, from the 

modeling and 3D printing of the team's mechanical model through the development of the embedded 

electronics to the simulation of a navigation strategy based on Vector fields. In addition, we present 

the initial implementation of a computer vision system for the VSSS category, starting from the 

treatments needed to correct the captured images to object recognition.  

 

2. Methodology 

 

The methodology can be summarized in the following stages: (2.1) Mechanical design of 

the prototype robots; (2.2) Embedded electronics, which deals with the electronic components used 

in the robots; (2.3) Computer vision system, which involves recognizing objects in the game, and 

(2.4) Navigation strategy. 
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2.1 Mechanical design 

 

Computer-Aided Design (CAD) software was used to create the 3D design of the parts that 

make up the robot and to simulate its assembly. The software chosen was Onshape, which has a free 

license available to students and educators. Its features make it possible to develop complex 3D 

shapes by applying parametric design techniques, using constraints and geometric relationships in 

the parts. In addition, Onshape can be used through a web browser, eliminating the need to install it 

on the user's computer. 

The actual component sizes were measured to accommodate all the necessary electronic 

parts inside the robot and digital copies were created in Onshape. This made it possible to define 

the structural requirements of the project, such as the maximum size of the robots, the diameter of 

the wheels, the ball guide attachment, and the assembly method. 

After several assembly simulations and corrective modifications, a virtual prototype of the 

robot's mechanical part was completed. Figure 3 illustrates the structure of the robots after the 

simulations carried out in Onshape. It is also important to note that priority was given to avoiding 

corners at the junction of surfaces, as these concentrate stress, thus reducing the strength of the parts 

(HIBBELER, 2016). 

 
Figure 3 - Robot structure in 3D from Onshape simulation. 

 

We chose to print all components in a 3D printer, as it allows for rapid and cost-effective 

testing and iteration of designs. For that, we use Creality's slicing software to prepare the file for 

printing, setting essential parameters such as nozzle and table temperature. Slicing is transforming 

the digital model into Computerized Numerical Control (CNC) instructions. The material chosen 

for printing was Polylactic Acid (PLA), a thermoplastic monomer derived from renewable, organic 

sources such as corn starch or sugar cane. The nozzle extrusion temperature was 200ºC to 210ºC.  

 

2.2 Embedded electronics 

 

The electronic part of each differential robot consists of one battery, two DC motors, one H-

bridge module and one ESP32 microcontrolled platform. The batteries used in the soccer robots are 

two-cell LiPo batteries, totaling 7.4V. The DC motors used have an operating voltage between 3V 

and 9V, a maximum torque of 0.86 kgf.cm and an angular speed of 500 rpm.  

An H-bridge was used to drive the motors. The working principle of this circuit is shown in 

Figure 4, which shows four electronic switch representations. Note that three different drive 

situations can occur: By activating S1 and S4, the current flows in one direction. Activating S2 and 

S3 causes the current to flow in the opposite direction, and activating S1 and S2 or S3 and S4 causes 

nothing to happen, allowing you to control the direction of rotation of the motor. 
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Figure 4 - H-bridge representation driving a DC motor. 

 

It is worth noting that since the speed of the motor is proportional to the voltage applied to 

its terminals, it can be controlled by the time intervals in which the switches are open/closed. In 

addition, the switches can be transistors that operate in the cutoff and saturation regions, acting 

similarly to an open or closed switch. In either case, a control circuit is required to operate the 

switches. For the robots under development, the TB6612FNG H-bridge module was used. 

The microcontroller selected for the project was the ESP32, which has built-in Bluetooth 

and Wi-Fi, eliminating the need to purchase additional modules to connect to the internet, as it 

happens with the Arduino. The ESP32 has a supply voltage of up to 3.3V and consumes/supplies a 

current of up to 80mA. It has 30 programmable input and output pins, which can be seen in Figure 5, 

with various functions, including pins with analog converters, capacitive touch sensors, I2C and 

serial connections. 

 
 

Figure 5 - ESP32 pinout (Circuits4you, 2018). 

 

2.3 Computer Vision System 

We use a Logitech camera with a resolution of up to 4K, 90 FPS (frames per second), and a 

90º field of view to capture images from the soccer field. However, it is worth noting that, following 

the steps of Rosa (2015), the resolution chosen for the camera was 720p to reduce the processing 

time of the program and save storage space. Thus, the images were collected in real time and 

corrections were made to each frame to prepare them for later analysis using a code prepared in the 

Python programming language. According to Fortes (2013), preprocessing techniques are applied 

to improve the quality of images and specific parts, depending on the system's needs. 
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Figure 6 - Flowchart for detecting the position and velocities of robots and the ball. 

 

The steps for detecting the position and velocities of robots and the ball can be summarized 

in Figure 6 and explained as follows:  

● Image capture: a 720p image is captured by the camera. 

● ROI (Region of interest) selection and Image alignment: It is typical for the original 

image obtained to capture areas beyond the soccer field, making it necessary to carry 

out the segmentation process. According to Fortes (2013), segmenting an image boils 

down to separating only its desired parts. In a computer vision system, this stage is 

considered critical, since it is precisely the regions of interest that will be worked on 

during image processing. Removing these areas helps to reduce noise when detecting 

objects, increase the speed of analysis by reducing the size of the analyzed area, and 

improve visualization and understanding of the desired location. At this stage, the 

corners of the soccer field are selected. Then, a geometric transformation is carried 

out to obtain an orthogonal view of the field, in other words, a plane perpendicular 

to its main axis. 

● Calibration process: According to Klaser (2014), optical distortions from cameras 

negatively influence the process of image perception and, when not corrected, are a 

significant source of noise. According to Osowsky et al. (2006), images that suffer 

from optical distortions do not have their information lost. To correct the effects of 

distortion, according to the developers of OpenCV, it is necessary to provide some 

samples with a well-defined pattern, for example, images of a chessboard, in which 

the corners of the board form right angles, which serve as a reference for making 

corrections (OpenCV, 2023).  Figure 7 shows the chessboard being used as a sample. 
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Figure 7 - Sample chessboard used in the calibration process. 

 

To obtain information in real measurements, such as length (m), speed (m/s), angle 

(°), distance (m), and the position of objects (m), it is necessary to perform a 

calibration procedure based on known positions in the image.  For example, Figure 

8 shows the six markers of known positions on the soccer field. An average of the 

values found for each distance between the points was calculated for greater 

accuracy. 

 
 

Figure 8 - Markings for measurement calibration. 

 

The last calibration process used is to define the point of origin. This step is important 

so that, just like on a Cartesian plane, it is possible to identify the real position of 

objects using x and y coordinates. Figure 9 shows the bottom left corner of the field 

being defined as the point of origin (x = 0m, y = 0m). 
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Figure 9 - Defining the origin point. 
 

● Detection process: After the preprocessing, the image could be analyzed to identify 

the odometry parameters for controlling the robots. For example, to detect the ball, 

a filter consisting of minimum and maximum values was used for each measure of 

the HSV chromaticity diagram. In addition, a range of area values was specified as 

a second filter to reduce detection noise. Implementing both filters, only pixels within 

the defined range of the chromaticity diagram and the area whose size corresponds 

to the defined range were detected. In this way, it is possible to obtain the 

approximate outline of the sphere, which is indicated by a green circle in the images. 

Then, based on the frame rate and the central position of the ball, it is possible to 

obtain the speed of the ball. Similarly, the process is done to obtain the information 

of all the robots in the soccer field. 

 

2.4 Navigation strategy 

 

The robot's navigation strategy was implemented in Python. The simulator used in the tests 

was FIRASim (FIRASim, 2022), developed with a focus on this game category and shown in Figure 

10. The 3D virtual environment contains a communication interface with external systems that 

provide the positions of the ball and the robots and their speeds and orientation angles. A library 

provided by the ThundeRatz team (https://github.com/ThundeRatz 

/VSSSProtoComm/tree/main/lib) at the Polytechnic School of the University of São Paulo (EPUSP) 

was used to integrate the simulator and the algorithm. 

  

Figure 10 - FIRASim interface. 
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For a better understanding of the variables involved in the kinematics of the differential 

robot, they are shown schematically in Figure 11, where R is the radius of the wheel, L is the distance 

between the wheels, 𝑥r and 𝑦r are the positions of the center of the robot about the plane of the field, 

𝜃𝑟 is the angular position of the robot, 𝑉𝑟 is the linear velocity, and 𝜔 is the angular velocity. These 

variables must be manipulated to find the angular velocities that must be applied to the left wheel 

(𝜔𝐿 ) and the right wheel (𝜔𝑅) to control the direction in which the robot will move. 

 
 

Figure 11 - Differential robot schematic. 

 

Considering the field's inertial referential, the robot's position vector  𝑝𝑟 can be defined in 

Equation 1. 

 

𝑝𝑟 = [
𝑥𝑐

𝑦𝑐
]                                                                                                                                                                           (1) 

 

and the position vector of the ball 𝑝𝑏 in Equation 2. 

 

𝑝𝑏 = [
𝑥𝑏

𝑦𝑏
]                                                                                                                                                                          (2) 

 

At each instant of time, this information, together with the orientation (𝜃𝑟) of each robot, is 

provided by the computer vision system. In this work, it is provided directly by the simulator. 

The kinematic model of the differential robot is given by Equation 3. 

 

[

𝑣𝑥

𝑣𝑦

𝜃�̇�

]  − |
𝑐𝑜𝑠𝜃𝑟 0
𝑠𝑒𝑛𝜃𝑟 0

0 1
| ∙ [

𝑉𝑟

𝜔
]                                                                                                                                             (3) 

 

A common way to control the robot is through the Feedback Linearization technique, as 

Grepl (2008) indicates and applied in our previous work for a semiautonomous robot (PEREIRA & 

Freitas, 2020). To do this, a coordinate transformation is performed considering a control point 

displaced from the center by 𝑑𝑟 cm, representing the distance from the center of the robot to a point 

in front of it.  

Then, our navigation strategy is based on the previous work from (SANTOS et al., 2019). 

This strategy is based on the vector fields approach, considering an attraction and a repulsive field. 

The attraction vector field is responsible for moving the robot towards the ball, according to 

Equation 4, = 
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�⃗�  =  𝑉𝑚á𝑥 ∙
𝑝𝑏 − 𝑝𝑟

‖𝑝𝑏 − 𝑝𝑟‖
    ,                                                                                                                                           (4) 

 

where 𝑉𝑚á𝑥 is the maximum robot’s speed and  ‖𝑝𝑏 − 𝑝𝑟‖| represents the norm of the vector.  

Therefore, to determine the speeds that the robot must execute to follow the vector field, the 

following control law can be applied, as described in Equation 5. 

 

𝑉 ⃗⃗⃗⃗ = [
𝑉𝑟

𝜔
]  =  �⃗� ∙  [

cos 𝜃𝑟 sen 𝜃𝑟

− sen 𝜃𝑟

𝑑𝑟

cos 𝜃𝑟

𝑑𝑟

]                                                                                                                        (5) 

 

The angular velocities of the left and right wheels can then be obtained from Equation 6. 

 

[
𝜔𝑟

𝜔𝐿
]  =   [

1

𝑅

𝐿

𝑅
1

𝑅

−𝐿

𝑅

] ∙ �⃗⃗�                                                                                                                                                    (6) 

 

Based on the equations presented above, control strategies can be devised to develop 

algorithms responsible for moving the different positions that the robots can assume during the 

game: striker, defender and goalkeeper. With the help of FIRASim, it is possible to visualize and 

test how each of these strategies works. 

In a similar way to that proposed in Santos et al. (2019), to allow the robot to reach the ball 

at a desired angle, for example, aiming at the opponent's goal, the possibility of using the attractive 

vector field described in Equation 7, 

 

𝐹𝑎
⃗⃗ ⃗⃗  =   (1 + 𝑛)  ∙ ∠𝑝𝑔  − 𝑛 ∙ ∠𝑝𝑟                                                                                                                                 (7) 

 

where ∠𝑝𝑔 represents the angle of the vector ∠𝑝𝑔 (vector originating from the robot's position and 

directed towards the ball's position), ∠𝑝𝑟 represents the angle of the vector ∠�⃗�𝑟 (vector originating 

from the robot's position and directed towards a point between the ball and the goal) and 𝑛 is a 

constant to be calibrated. 

To make the robots able to avoid obstacles (robots of opposing players and of their own 

team), a repulsive vector field ( 𝐹𝑟
⃗⃗⃗⃗  ) is defined in Equation 8, 

 

𝐹𝑟
⃗⃗⃗⃗  =  ∠𝑜𝑣𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗,                                                                                                                                                                      (8) 
 

where ∠𝑜𝑣𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗  is the angle of the vector ∠𝑜𝑣𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗ , which represents the distance from any position 𝑝 to a 

virtual obstacle. The fact that it is a virtual obstacle is important, as it will cause a smoother and 

more anticipated deviation movement, compared to using the real obstacle. Therefore, the virtual 

obstacle is calculated by Equation 9, 

 

𝑜𝑣⃗⃗⃗⃗⃗  =  {
�⃗� +

𝑑

‖𝑝𝑣‖
∙ 𝑝𝑣

̇   , 𝑠𝑒 𝑑 < ‖𝑝𝑣‖

�⃗� + 𝑝𝑣  ,      𝑠𝑒 𝑑 ≥ ‖𝑝𝑣‖

           ,                                                                                                    (9) 

 

where �⃗� is the position of the real obstacle, 𝑑 is the distance between the robot and the real obstacle 

and 𝑝𝑣 is a vector described by Equation 10. 

 

𝑝𝑣  =  K(�⃗⃗�𝑜𝑏𝑠  −  �⃗⃗�𝑟),                                                                                                                                                  (10) 
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where 𝐾 is a constant that calibrates the displacement of the virtual obstacle. 

 

3. Results 

 

 Based on our simulation design, Figure 12 shows the prototype developed with the 

embedded electronics after validating the 3D design and starting the first tests with the physical 

robots. 

Figure 12 - Developed prototype of the soccer robot. 

 

Concerning the first stages of image processing, Figure 13 shows the original image taken 

by the camera and the same frame after cropping. In this way, it is possible to process only the area 

of interest, which allows for an increase in processing speed since the area analyzed has been 

reduced, as well as reducing noise in the detection of objects.
  

 
                                (a) 

 

 
                                  (b)

Figure 13 - Top view of the soccer field (a) before and (b) after ROI. 

 

Figure 14(b) shows the result of the alignment stage from the previous situation in Figure 

13(b). The image on the right shows the result obtained with the calibration of the image's optical 

distortion, where it is noticeable that the edges have been corrected by inserting black pixels in the 

areas with strong distortion effects. 
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                               (a) 

 
                             (b)

Figure 14 - Top view of the soccer field after alignment (a) and calibration of the camera's 

optical distortion (b). 

 

Figure 15 shows the detection of the ball and the robot in the field. Note that it was possible 

to obtain the desired result using the methods implemented, as the green circle is clearly very 

accurate around the ball and the red square all over the top face of the robot, even when they were 

moving. 

  

 
 

 

Figure 15 - Robot and ball detection. 

 

Considering our navigation strategy in the simulation, we can see in Figure 16 the result of 

the attractive field using Equation 7. In it, the blue arrows represent the direction and orientation in 

which the robot must move to follow the field, the orange circle represents the ball, the green arrow 

represents a point between the ball and the target, and the gray rectangle represents the goal. 
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Figure 16 - Example of an attractive vector field. 

 

The implementation of a navigation strategy for tracking the ball using vector fields can be 

seen in Figure 17 and in more detail in the experiment video in the simulator: 

https://www.youtube.com/watch?v=O5gZ2FCHrCM. 

 

 
 

Figure 17 - Snapshots of the ball tracking in the experiment video: 

https://www.youtube.com/watch?v=O5gZ2FCHrCM.  

 

 

Finally, the navigation strategy for the striker, defender and goalkeeper in the simulator can 

be seen in detail in the video: https://youtu.be/zRTtfBAgMZY. Figure 18 shows the goalkeeper's 

movement as he follows the position of the ball to make a save. 

 

https://www.youtube.com/watch?v=O5gZ2FCHrCM
https://www.youtube.com/watch?v=O5gZ2FCHrCM
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Figure 18 - Snapshots of the Goalkeeper’s movement, where Robot 0 is the attacker, Robot 1 

is the defender and Robot 2 is the goalkeeper. 

 

4. Conclusion 

 

This article presents the initial development of mobile robots applied to the IEEE Very Small 

Size Soccer category of robot soccer. The robots were designed and printed using 3D modeling 

software, and the basic electronics were integrated into the project. 

For the computer vision system, Python algorithms were used, supported by the OpenCV 

library, to process the images. The images were processed according to the HSV color system, which 

includes hue, saturation, illumination and brightness parameters. It was possible to select the area 

of interest in the images and correct the field orientation using geometric transformations. The 

optical distortions caused by the camera were corrected by a checkerboard calibration process. 

Another process carried out during the work was the calibration of measurements, where known 

positions in the field were marked. After all the calibrations, a point of origin was marked to find 

the x and y positions of the game elements. Then, the position of the ball on the field and the position 

of the robot were determined. 

 Finally, using a simulator, we tested a navigation strategy based on vector fields. This 

strategy allows the tracking of the ball and the robots, allowing different robot roles in the soccer 

game (striker, defender and goalkeeper). 

As future work, it is intended to continue testing with real robots and to develop navigation 

techniques based on both classical methods and techniques using artificial intelligence. In addition, 

the computer vision system will be integrated with the robot control system so that the robots can 

play games autonomously using the navigation strategy. 
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