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The convergence of AT with IT applied to industpiaicesses related to manipulating liquids
and gaseous materials (fluid processes) is a reiegabject since it shows the benefits that
managers will attain by enhancing their decisionking. This work describes an integration
architecture of organized information in three di#int domains: the business, value chain,
and asset lifecycle domains, to be used in AT dndhaster plans as guidelines for the
organization’s investment portfolio management.nfaestandard model for integration and
validation of information concerning operation am&nagement of an industrial organization
was developed using industry digital transformateamcepts applied to its fluid processes,
which was named the Digital Plant model. These Iteswill contribute to the advance of
researches related to convergent AT and IT apphefiuid processes, providing decision-
making managers with greater confidence, formalutieentation, and democratization of
accumulated experience.

RESUMO

A convergéncia da Tecnologia de Automacéo (TA) aohecnologia de Informacao (TI)
aplicada aos processos industriais relacionados a@nipulacdo de liquidos e materiais
gasosos (processos fluidos) € um assunto relevami@ vez que mostra os beneficios que os
gestores obterdo ao aprimorar sua tomada de decidgsie trabalho descreve uma
arquitetura de integracdo de informagBes organizadan trés dominios diferentes: os
dominios de negdcios, cadeia de valor e ciclo da dp ativo, para ser utilizada por planos
diretores de TA e Tl como referéncia para o germmento de portfélio de investimentos da
organizagdo. Um modelo padrdo para integracdo edeaiio de informacgOes relativas a
operacao e gerenciamento de uma organizagéo indiifi desenvolvido usando conceitos
de transformacdo digital da industria aplicados aus processos de fluidos, que foi
denominado modelo de planta digital. Estes resokadontribuirdo para o avanco de
pesquisas relacionadas a AT convergente e a Tlcagdis em processos fluidos,
proporcionando aos gestores de tomada de decisdor manfianca, documentacéo formal e
democratizacdo da experiéncia acumulada.
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NOMENCLATURE

AIMP Automation and Information Master Plan
AM Alarm Management
APS Advanced Planning and Scheduling
AT Automation Technologies
BPM Business Process Mapping
CAD Computer-Aided Design
CAE Computer-Aided Engineering
CAM Computer-Aided Manufacturing
CMM Collaborative Manufacturing Management
CPS Cyber Physical System
DCS Digital Control Systems
DIK Data, Information, and Knowledge
DVR Data Validation and Reconciliation
EAM Enterprise Asset Management
EMI Enterprise Manufacturing Intelligence
ERP Enterprise Resource Planning
lloT Industrial Internet of Things
IT Information Technologies
KPI Key Performance Indicator
LIMS Laboratory Information Management System
MES Manufacturing Execution Systems
OCAP Out-of-Control Action Plan
OEE Overall Equipment Effectiveness
OLAP On-Line Analytical Processing
OPC-UA Open Platform
Architecture
PAM Plant Asset Management
PFD Process Flow Diagram
PIMS Plant Information Management System
PLC Programmable Logic Controller
PLM Plant Lifecycle Management
PLM/D Plant Lifecycle Management-Design
PLM/S Plant Lifecycle Management-Support
PSO Particle Swarm Optimization
RACI Responsible-Accountable-Consulted-Informed
RBAC Role-Based Access Control
RPO Reactive Power Optimization
SCADA Supervisory Control and Data Acquisition
SCM Supply Chain Management
SOA Service-Oriented Architecture
SVG Scalable Vector Graphics

1. INTRODUCTION

It is known that the Automation Technologies (ATida suggesting

systems, the Industrial Internet of Things (lloBR printing,
cloud computing, cybersecurity, and big data aiedyt

The relevance of the digital transformation consept
humanity is such that in the very near horizon tiwllychange
the way in which managers act, although these Cigbgsical
System (CPS) integrated technologies are not yaitadole for
their day-to-day tasks.

Several works in the scientific literature indictte use
of industry digital transformation concepts applied\T and IT
convergence in industrial processes related tch#relling of
solid products for being in this industry the lssgapplications.
Accordingly, in this article it is shown that thieitl processes
are also improved by applying industry digital sBormation
concepts.

As described above, fluid processes are not thlygesar
applications; the industries in this branch arelsmanumber,
which limits and restricts the interest in resedrckhis sector.
The technologies mentioned, as the technologicalerstones
of Industry 4.0 concepts, still need to be studiedearched, and
improved so that they can be used in fluid processe

Regarding IloT, Atzori et al. (2010) and Xu et(@014)
cite research results about possible applicatidnmdustrial

Communications-Unifiedorocesses for handling solid products, of whichabh®motive

industry is the largest customer. Gubbi et al. @0ghow the
vision and architectural elements of the systent iadicate
directions that the manufacturing industry oughtfaodow.
Miorandi et al. (2012) present a general overvies auggest
what the research-related challenges and applitatiare.
Sadeghi et al. (2015) and Weber et al. (2010) wihlsecurity
and privacy concepts of the information gatherediocessed
by the IloT in general industries.

Cloud computing, a major technological cornerstase,
cited by Brettell et al. (2014), who show perspexdion how
the virtualization, decentralization, and estabtisht of
networks contribute to the change in the industs@nario.
According to Huo et al. (2016), a cloud-based istem data
structure could be applied to diagnosis in fluidiustrial
processes. Marston et al. (2011) indicate persgectand
discuss how cloud computing will be applied to stcin the
future. Tao et al. (2011; 2014) discuss cloud mactufing,
the application of the service-oriented

Information Technologies (IT) of the fluid-proces®ustry manufacturing model to the industry of solid pragudVang et
require monitoring, control, and management ofrimfation on  al.(2013) show an interoperable solution for cloud
their industrial operations, interconnected andipbbd in real- manufacturing applied to robotics and computer grated
time by their systems, mainly due to seven managenmeeds: manufacturing. Xiong et al. (2015) propose a cloperating
1) synchronization of business with production eetified system for industrial applications. Xu (2012) sugiga path

information;
establishment of collaborative projects and enginge 4)
establishment of an “operator-maintainer” philosgpltb)
creation of value by delegating power to people medsuring
their results; 6) prioritization of the customenda?) enabling
collaboration between all employees of all levéaisthe
hierarchy.

In order to meet these needs, technological caoes
of Industry 4.0 could be used: augmented realilyp@omous
machinery, simulation, vertical and horizontal graion

2) optimization of the supply chain;) 3from cloud computing to cloud manufacturing witheigrations

between Computer-Aided Engineering (CAE), Computer-
Aided Design (CAD), and Computer-Aided Manufactgrin
(CAM).

The key architecture of cloud computing in generic
applications, Service-Oriented Architecture (SO&)cited by
Huhns et al. (2005), who describe its key concemtsl
principles. Karnouskos et al. (2012) discuss SOgeba
architecture for empowering future collaborativeud-based
industrial automation, and Tsai et al. (2010) ps#pa service-
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oriented cloud computing architecture to be usedgfneral
purposes and not only in industry.

With regard to collaborative automation, Busi (200

cites current integration of information gaps aniife research
in collaborative performance management. Chen.gi2al0)
study distributed collaborative control for indistautomation
with wireless sensor and actuator networks. Leétaal. (2004;
2005) research a collaborative automation approéeh
distributed production systems and collaborativedpction
automation and control architecture. Ming et ab0&) show
how collaborative process planning and manufacguréme
integrated with product lifecycle management. \&aliét al.
(2013) study a collaborative and integrated platféo support
distributed manufacturing systems using a servigeated
approach based on the cloud computing paradigmgxét al.

(2012) present how works in a real-time manufaotyri

integration and intelligent solution in a global echical
company.

Practically any level of operational maturity magniefit
from the concepts and techniques presented here.
jnadequately instrumented plant, or even in desitgay benefit
rom the DVR concepts to direct the investment alah the
instrumentation positioning. This will maximize thaluable
information output, while a highly mature plan nexperience
the maximum gain, obtaining a highly accurate openal
picture.

The basis of DVR is access to process data. Iniea i
situation, all information must be concentratedaitemporal
database (data historian), which is the nucleushef Plant
Information Management System (PIMS).

The balance process data, flow meters and totajidata
on pressure and temperature, analyzers, and otlikredt
laboratory measurements, in addition to the madatd input,
must be registered in the temporal database by gsipervising
systems or operational stations of the Digital GunBystems
(DCSs), leaving the integrated information to benderatized

With regard to supply chain management, Frohlicél.et to the management and making of the users. The BRI by

(2001) refer to arcs of integration in an interoasl study of
supply chain strategies. Lambert et al. (2000)quref focus on
issues in the supply chain management of severapaonies
involving multiple members of supply chains, whiate then
used to illustrate the concepts described. Narasimét al.
(2002) show the effects of supply chain integratmm the
relationship between diversification and perfornansed in
integrating a supply chain strategy in the market product
diversification strategy. Vickery et al. (2003) shthe effects
of an integrative supply chain strategy on custoseevice and
financial performance, showing how to analyze dinezrsus
indirect relationships. Hairui et al. (2008) refiera multi-agent-

based chemical-plant process-monitoring and managem

system. The application of big data analytics, oh¢he key
pillars of Industry 4.0 concepts, in robotics andlids
manufacture was cited by Lee et al. (2014) in serinnovation
and smart analytics for Industry 4.0 and the bigad
environment. Lidong et al. (2016) study big dataciyber-
physical systems, digital manufacturing, and Indust.O.
Romero et al. (2016) show what the 4.0 operatdregil human

human—automation symbiosis work systems.

Towards Industry 4.0 , Weyer et al. (2015) shouat t
standardization is the crucial challenge modulasltinwendor
production systems for highly modular,
production systems.

Taking into account the described studies, whidicete
the application of Industry 4.0 concepts in soldsdling
processes, this paper describes a proposal of tagration
architecture of information organized in three eliént
domains: the business, value chain, and asseyditedomains,
to be used in AT and IT master plans as guidelthetg the
planning period and applied to fluid processes.

2. TEORY

2.1 Gathering and processing data

a

multi-vendo

this wide, cohesive, and available data.
2.2 Data reconciliation

The unbalances can be fundamentally categorized
their intensity or frequency: small but highly ftesnt errors are
typical of “random errors” inherent in the measuestof any
variable and are originated by the superpositions@feral
factors, such as oscillations in the electricaluinpf the
instruments. On the other hand, large and low-feegy errors
are called “rough errors”.

The most general procedure for data validation
composed of a data pre-conditioning phase (filtavgraging,
etc.), followed by an iterative cycle of data recitiation
(mitigation of random errors) and detection/elintioa of
rough errors, at the end of which, if the condisi@aiow, more
accurate estimates will be provided, that is, esi® that are
closer to the “actual” value, with a lower variarzze devoid of
rough errors. In this article we call this set afgedures DVR.

An

by

. : ! The data reconciliation essentially has a need for
cyber-physical systems and adaptive automation rasvaredundancies in the process readings, and the simalf the

existing measurers positioning is an important tmolguide

hinvestments in automation. Inadequately instruneemtants

with low redundancy or badly integrated architeesuoffer
;ewer possibilities for data reconciliation andedgion of rough
errors.

The classical data reconciliation procedure is thase
adding information that is considered perfect rdgay the
conservation of mass and energy and often kinetid a
thermodynamic models.

Another fundamental piece of information to be take
into account is the process topology, representeal Process
Flow Diagram (PFD), which introduces
restrictions, basically mapping the sources andl#stinations
of the mass and energy in all circuits.

It is also necessary to gather the available in&tion
about the reading precision in a variance matrihisT

The certification and reconciliation of data (Datinformation makes it possible to perform largenatinents for

Validation and Reconciliation — DVR) of industriahlances is
constituted of associated information and procethyers that,
among other things, depend on the plant’s matimitgiverse
aspects, such as its instrumentation.

the least reliable readings and vice-versa, presgthe quality
of the measuring equipment.

In the example illustrated by Figure 1, all flovtes are

the system’s
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measured by instruments. It is possible to veli there are
two readings for each flow rate: F3, for examplas la value
read by an instrument and can be calculated by == F1 —
F2.

In case F3 is not measured, it is not possiblestdvit,
because the F3 flow rate will only be calculated aat directly
measured. The data reconciliation uses mathematietthods
to divide the general estimation problem into sobpgms:
redundant, not redundant, observable, and not wdisier This
is done in such a way as to obtain estimates fmikasured
values that are redundant and for the non-measialegs that
are observable, so that the balancing equationseapected.

F2
R——
F1
—_—————
F3

Figure 1 — Measurement points of all inputs and oyduts
units

2.4 Reports Emission

The results of the procedures performed by the DVR
must be disclosed to all licensed and interestdiViciuals via
the Intranet. The opening of the production accabitity
process is essential to validate the process anckthults and to
facilitate the effective acceptance by all users.

If this process is not implemented, the officiallathe
particular results of areas, operators, and masagdrstill be
obtained, but in an individual manner, so that gagns are
neither perceived nor used.

2.5 Data quality analysis

From the balancing results, it is possible to pldtend
graph in the temporal database showing the evalutiothe
unbalances and of the correlations applied to thesurements.
This procedure is useful to verify whether the Uabee in a
given process knot have anomalous behavior orAogtural
behavior would be small and random-sign deviationshe
unbalances and in the corrections applied to thesorements.
Any pattern that is not random must be thorougkbneined.

An alternative is to monitor the quality indicepadale
of expressing, in a single percentage value, tlogorfa that
determine the data quality and that were estimiayeitie DVR.
This would provide a higher homogeneity in the gsial since
these indices would be applicable to any kind chsoee of the
process. Actions considered fundamental to theesscof the

Numerous software tools can be used by a DVR systepnoject implementation involving DVR systems as theleus

from a solver in an Excel file to specific systethat execute
models and interpret its generated results autcaibti

2.3 Detection and correlation of rough errors

Errors that cannot be mitigated by data reconailmt
procedures due to their intensity and frequencylccdiave
several origins: complete failures in reading (eutl e.g.
spurious values), undetected leakage and evaporhigses,
fouling of the heat exchanger, decalibrated or setre
instruments, sensor failures, manual withdrawadddition of
material to the process without informing the systeand
alignment issues in transfer routes, among others.

The detection and identification of rough errorsais
important tool for preventive and corrective manaece of
equipment and sensors. The technique makes it hjesw
follow the detection history, even with an approated
precision in the positioning, which may indicate ieth
equipment and sensors are in a state of progregsivenstant
failure.

The basis for rough error detection is statistieats. A
simple method applied in the detection of thesereiioy a DVR
is to perform a residue test on the reconciled oreasents in
search of large errors, that is, a value that cmdit a given
probability distribution. The test's algorithm ayzés the
residues of the reconciled measurements by congpaain
statistical index with a critical value.

An index larger than the critical value impliesaugh
error between the readings. The algorithm is exsetuntil all
the measurements show error indices that are anthda the
critical value. In which case the system is themsidered
deprived of rough errors and a final reconciliatipmocedure
must be performed in the DVR cycle.

of the digital plant model proposed in this artiate as follows:

Daily reconciliation: The reconciliation cannot lze
sporadic procedure but must be a routine closituglrifor all
the calculations of the individual plant’'s perfornca and
production accountability. A one-day interval i€ tinost well
recommended frequency of evaluation. Partial redut shift
can be used to detect issues in a more immediatmenaA
routine of data validation and solving discrepasaigust be
established.

Dedicated personnel: The balance activity cannot be
delegated to administrative assistants. This dgtimust be
performed by a specialist and requires expertigharprocess.
The goal of reconciliation is not only to provideetcorrect
numbers but also to scrutinize the results and foothe causes
of the detected nonconformities. In several orgaions, this
routine is executed by personnel who are lesscajtdge the
consequences of an unexpected result and severakctoe
actions may be left unexecuted. With the evolutioh
technology, “specialist” systems could perform thissk,
scrutinize the system status, and recommend actions
themselves. Another observed route is to meehtes via Web
services available on the lloT.

Strategy for solving data discrepancies: When the
balance result contains surprises, such as largalamces in
one or more knots and/or corrections applied tdiregs out of
stochastic equilibrium, corrective actions musetpkace. The
rough error analysis provides the opportunity ttedeleakages,
overflows, damaged or decalibrated instruments, uakn
withdrawals not mapped in the material’'s systeng ather
events or situations of nonconformity.

Communication of results: The DVR results must be
available to all departments for use in performaregorts,
production, and so on by means of their publicaitiche PIMS.
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As in the digital plant model, the data is demaeedt by the
PIMS, so that operators, managers, or productiongss
engineers will have exactly the same version ofrémilting
information for a given shift, day, or month.

2.6 Requirements of a DVR system

shop floor data requires certification with regédts veracity
and integrity. We add to these information fluxes toncept
that: It is no use getting informed if one is natesabout the
information source or about the information’s véracWith

that being said, it is no use implementing investimén Web
services, SOA, SaaS, and wearables that estalpestiasist

A satisfactory DVR system must present the follayinsystems for plant operation management, beforelatidin it,

properties: 1) It must be capable of automaticaliguiring data
from any data source: Programmable Logic ContrqiarC),
Supervisory Control and Data Acquisition (SCADA)CB,
Laboratory Information Management System (LIMS), ar
temporal database. The ideal case is when the B\AR Open
Platform Communications- Unified Architecture (OR®Ey)
client, able to automatically search data in anyeseof this
kind. II) It must possess a process diagram edifca graph
editor for inputting the plant’'s topology. Accordiy, process
engineers will be able to configure this systemcklyi and
handle it easily. Ill) It must be able to exportaito Excel for
report elaboration. 1V) It must be able to publidta on the
organization’s intranet. V) It must be able to ettite reconciled
data history on the temporal data base servelt ¥ijst be able
to provide indices of data quality that allow ealan of the
measurements independently of their scale, engirgeanit, or
origin. In other words, the system must be capab$arting the
data quality by, for example, grading it from 011@0%. VII) It
must be able to perform the data quality analysithe temporal
database itself. Some software applications omtheket have
extra built-in tools such os systems specializimg data
validation and result analysis.

3. METHODOLOGY

Clusters of Data, Information, and Knowledge (D&£®

becoming larger and more present in our lives ar]%iére

consequently, in the daily activities of industmofessionals.

These professionals who must manage them in order

maximize their benefits in decision making, for exde, to
contain the corporate knowledge and to democratind
distribute it to their resources at the right timasming at
increasingly aggregating value to the businesseMbgless, the
high accumulated growth rate of DIK in industriessha few

consequences: a need for mobility of human ressurc

especially those related to high-level administratireduction
of the number of personnel from the operationgéhéocorporate
level; growth in demand for increasingly speciaiz®ervices;
and virtualization of computer hardware.

Management of the industrial operation and exenutic S

management of information concerning laboratorg&spply
entry, products in process, and finished produntnagement
of managing costs, finances, resources, and adnaitive and
commercial process operations; simulation, optitiora and
advanced control ; management of maintenance

engineering; management of maintenance and comgessts;
management of the industrial efficiency and perfamoe via
Web portals, which, among others, are also sulbjechanges.

These systems will be installed and marketed byuctlo

computing, as a consequence of computer virtuédizat
Service-Oriented Architecture (SOA), Software AsSArvice
(SaaS), wearables, the 1l0T, big data analytickecgecurity,
and Collaborative Manufacturing Management (CMMjoin
reality.

Before the transition from information to knowledgee

[+

certifying where each part of information is genedain the
online energy-mass balance of an industrial plaetvices and
functions incorporated via software in the fluidadéing
industries, such as Advanced Planning and Sched(iRS),
transport logistics and Supply Chain ManagementMB@nd
compaction of historical information and knowledge
management (PIMS).

It is desirable that the inventory values and titistrial
plant’'s activities and stock and yield accountimg based on
data that complies with the known restrictions hie process
(mass—energy balance); that is, they must be rdedndata.
The basic principle of a mass—energy balance islahe of
conservation of matter and energy, which forcesdke input
rate to be equal to the total outcome rate, sutiigathe amount
that has been kept in the process.

In practical terms, its not verified due to probesuch
as errors in measurements and signal transmisgooy
conditioning of the measuring instruments, leakages
evaporation losses, equipment inefficiency, andrsoFor this
reason, actions must be taken to fix these problemsrder to
do so, four steps are adopted, often cyclicallgpSt) gathering
and processing data; Step 2) reconciling the riegutiata; Step
3) detecting, analyzing, and fixing rough errorsd é5tep 4)
elaborating reports and communicating the results.

The referential Digital Plant model (Figure 2) meted
propose the integration and intelligence AR and IT
systems of industrial fluid processes. The Digitlant
integrates the business information domain withtlzerotwo
domains, the value chain domain and the organizatiassets
lifecycle domain, in order to enhance the knowledge
management and real-time collaboration among afparate

systems.

Enterprise Domain

Assets Lifecycle Domain

Corporative

CL

Value Chain
Domain

GG

Collaberative
Infrasctructure

Praduction
—

Figure 2 — Digital Plant model

The model presented here is not intended to be
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universal proposal of integration for all possibhearket
solutions, as it was developed to serve as a lfasisreating
automation and informatics directive plans with fbhbowing
requirements: synchronization of the business witte
production via certified information; optimizatiarfi the supply
chain; implementation of the collaborative projeand
engineering; establishment of the “maintainer-ofmeta
philosophy; generation of value by measuring resand
delegating power to personnel; and prioritizatioh the
customer and enablement of collaboration by medn#&/eb
services.

Once the conception requirements are fulfilled, the
model may still serve in the future as a basetferdevelopment
of several other integration proposals that us&esyis solutions
that meet the commonly required needs of the crednmdustry
or correlated processes.

The CMM model was adopted as inspiration for the
Digital Plant model. Digital Plant integrates thgormation
needs presented in Table 1 and is adequate forcapph in
industries that process fluid products.

Table 1 — Integration of the information needs inliid processes.

InformationAxis Referencdo thefollowing activities

&l Domain: Business .

Mapping investment needs regarding instrumentati@twork, SCADA, DCS, etc;

¢ Integration of the instrumentation, control, sufgon, and industrial management systems as wéehes
applications for Particle Swarm Optimization (P20l Reactive Power Optimization (RPO).

e« The architectures of the networks that will intégréhe sensors, instruments, valves, remote sgtion
controllers, interfaces, and operation stations;

e« In order to integrate the PIMS and DVR informatiamere data and industrial information are
concentrated, validated and shared;

¢ Mapping, storing and managing information presémanheeds, planning the gathering, storage, and
democratization of the industry’s information;

e Transforming historical information into continuehhancement in the production, process, quality,
maintenance, and operation of human resourcesfta;sh

e Monitoring management costs,
industry;

quality, traceabilapd genealogy of the products circulating in the

* Integrating the information from the laboratorieattanalyze suppliers and production;
¢ Integration with Manufacturing Execution Systemd&®) and other functions, such as Overall Equipment
EffectivenesgOEE), Alarm Managemetr (AM), genealog andtraceability dowrttime operationsetc.

[B] Domain: Value Chain

Integration of SCM applications, management of siepplof raw material and transportation logistics,

processes of control of balance of raw materidtstdry suppliers integrated in real time with theasof

the industry;

« Integratior with resourceplanning plannin¢ anc advancedgroductior controlapplications.

[€l Domain: Assets Lifecycle Mapping the need for integration between engingéariformation, equipment data sheets, mesh diagrams
process and instrumentation diagrams via Plantcidie Management (PLM) applications, before the

operation (Desigr PLM/D), as well as during it (SuppeftPLM/S);

¢ Mappin¢ PlantAssetManagemer (PAM) andEntapriseAssetManagemer (EAM) needs.

[l Information ranging from shop floor data will letmlthe aggregation of value through its real timegration with other applications and will inform

stationsworks whose users are managers, direatwishe CEOs;

bl Information on logistics management of the rawamat suppliers, production planning and contryage, tankage, relationship with customers, and
management of delivery trucks who take the finisheatiucts to the customers;
[ Informationon the equipmer desigr andremainin¢ industrialassetsindtheit maintenanceuring the operation

The main motivation for developing the Digital Rlancertification of

model is related to the specific needs pertainiagfltiid
processes: a certification of the process readingsrder to
satisfy mass-energy balances before integrating tvéh the
corporate information for knowledge and decisiorkimg. As
a consequence, DVR-associated PIMS will have andiste
role and can be called the Digital Plant's corecduse
investments are made every moment in a corporatksl wuout
professionals are not attentive to the needs caimagpr
knowledge and information certification before ceating the
industrial to the business world.

4. RESULTS AND DISCUSSION

As stated, the Digital Plant’s core is the assamabf
PIMS and DVR, whose function is to calculate andhate the
online mass-energy balance, assuring the validatod

information that will compose seak
management parameters. These parameters as: geeth-tise
management costs, a better set of production irgtiom,
efficiencies, performances, planned versus accoimgdi,
veracity of information that certifies the qualdfthe products
produced or acquired from suppliers, the accuratythe
measuring and controlling instrumentation, andrso o

4.1 Management indicators

Besides the integration of technologies and colatimn
among the information domains, the Digital Planbyides a
scheme for organizing management indicators. Iholisamust
be sorted by a formal and methodical process fdrilkto-
anywhere analysis. In order to clarify this claitris necessary
to return to the most basic definition of inforneeti

Information is an answer to a question. The questio
arises first. In order to determine which are thEmrequired
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indicators for the decision-making process, onetmnderstand
how each decision is taken and what informatiameisded, for
the manager to apply a suitable action followingjifization
about an issue. For example, if one needs to knbethver an
operational asset (reactor, filter, mill, distiiat column) is
being used well, one needs to measure all the gsa&teps, the
performance or production rate with respect to loeninal
value for which the process was specified (accordia
specifications), and the quality of the generateddpct.
Afterwards, it is customary to multiply these thiedicators to
create a Key Performance Indicator (KPI) namededathe
OEE.

The OEE indicator displays how the production ptiéén
of an asset is being used. As an example, if tlesimial
organization has bought a new gas washing columadetone
recovery, with a given nominal recovery level, angght to
know how much acetone is effectively being extrddtem this
column (a process asset that was acquired someatjmédy a
monetary investment).

In the column’s stoppages, its performance drofth Mihe missing element that will enable this technglimgsubstitute

respect to the nominal values, and the losses alftginave a
bad effect on this grading. If the grade is 0.9% can assert
that the column is being used at 90% of its poéént
performance. If this grade becomes lower, on argdegy, it is
necessary to decompose this indicator into its aorapts, and
if the problem is the column’s availability, the im&auses for
the stoppages must be understood and tackled.unlfigding
process for the detailing of causes is called -thnywhere
analysis and is performed as a second step afgurtfblem’s
detection.

First, the problem
visualization tools; then, the manager in chargesran
investigation or problem diagnosis using anothet eé
dashboard tools, for example Pareto charts ofttps stratified
by the magnitude of the cause. Summarizing, thasibee
making process must be simulated during the dafmiof the
KPI in order to assure its usefulness and apprmiss in
evidencing a given issue in the organization.

In order to check whether a certain KPI is indesefui,
we must verify which business matter it is related what
guestion it answers, and what needs to be dorie ifalue is
incompatible with a settled goal.

Determining which action plan to take in any opiera!
situation is an arduous task that requires muclestigation.
Often, it is known how to detect a problem but Imotv to fix it.
Evidently, much can be learned about process behdw
investigating the indicator's system. This will ke®n re-
feeding a continual re-examination of the acticampIThe Out-
of-Control Action Plan (OCAP) techniques, recommeahdby
the Six Sigma methodology, are very useful in toistinual re-
examination.

Among the calculated indicators, a few are techriod
operation-related. For example, for each of thetfgacontrol
meshes, about 40 indicators show whether the dtris
operating well. From these indicators, about foufive may
provide a global performance KPI of the mesh tortomitored.
What the asset management needs to know is whethert a
certain controller obeys the commands given.

4.2 Management information visualization techniques

The display of a management indicator in the Digita
Plant model must happen in a clear manner sofasititate the
observation of its normal or abnormal behavior, &mdust be
insight-stimulating. The components must be showinthe
exhibition of individual, grouped, and large datallections.
The presentation components must be chosen faréhse of
learning and use by users and for their adaptpbitt the
business. In industrial environments, the visuahgonents are
useful for planning and process-monitoring purppses
identifying anomalies and deviations, and analysis.

The Digital Plant model must be developed in this
environment, because it possesses several advantiages
suitable for SOA (Web service architectures andliegion
marketplace), it facilitates maintenance, becatusericentrates
the applications in one or only a few servers, tnedsoftware
performs updates, facilitates access control, angdraves
security via cybersecurity.

The improvement of the components’ presentation was

for the inherited system designed to work in tiadél desktop

ienvironments. These visual components contribgtafgantly

to enabling this substitution to occur with an imygment of
quality for the final user.

As a practical example, a screen produced by a PIMS
system, using Scalable Vector Graphics (SVG), may b
imported directly via the Web portal to be displdyas a
component in a smartphone. This technology enablesgle
screen to display any factory system, avoiding #iptigity of

is detected by the dashboard%onitor screens, which require a physical roormhnplant.

The resources proposed by the Digital Plant madsld
to represent information for the staff of the looalcomplete
corporation group management, are proposed in €gar5.
The resources and their descriptions are presémfeable 2.

Table 2 — Resources proposed by the Digital Plantadel and
their descriptions

Resource Descriptior Figure
Treemaps  Used to display information Figure 3A
associated with hierarchic structure
for the plant overview, industrial
assets status, control mesh tuning,
etc.
Management These are generally hierarchy Figure 3B
alarms diagrams. They enable a presentat

devoid of any identified anomaly ar
are frequently used in industrial
operation environments as a
managemel tool.

Scale charts The values of the process variables Figure 3C,D
may be monitored continually in

these components until a given limi

is reached and a management alar

is generated. They are used often i

anomaly identification due to their

clarity andsimplicity.
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Table 2: Continued

Corporate  Bar charts are the most common. Figures 3E,F
charts Although they reproduce a limited

amount of information, the

visualization is simple and direct.

Also, they can be used as filters in

other charts for a drill-to-anywhere

analysis. The Pareto charts display

the causes of a phenomenon ranke

by their relevance.

©) (D)

Pie charts  These are good for showing the Figure 3G ©

participation of up to six variables. |

order to compare the influence or Figure 3 — Digital Plant information: A) treemaps; B)
participation of a larger number of management alarms; C and D) scale charts; E and F)
ele'tm;nt& histograms are more corporate graphs; G) pie charts

suitable.

] Fiber (%)

Tracking These represent and search for the Figure 4A,B
diagrams materials used in the manufacture «

an intermediate product and their u

in the manufacture of other

intermediateor final product:

Management One can generate a large amount ¢ Figure 4C R 5 : © '
trends management information frothe & ®

. . . 8 Harvesting Losses
analysis of dimensions (the mannel o ) .
in which the data is analyzed) with 5 v «“
the measurements (analysis target H y R
value or quantity), for example the s} ’ ‘ .,u
volume of operations; average fl I I o “ “
incoming and outgoing deliveries; i ' o
quantity of manual interventions; [ OO e P -
quality/conformity indices and D)
percentage usage of the operationz Orders Monitor :
q N [ KN KRN EEEN NN
capacity. The possibilities are e T
abundant if we consider that the T ——
dimensional modeling allows us to FErrErICerEPEriEED I
cross data of any dimension with ai 4
availablemeasurement. ®
Pivot tables These enable the exchange of lines Figure 4D ) o ) i ]
for reports  for columns and the representation Figure 4 — Digital Plant information: A and B) tracking
multidimensional cubes in two diagrams and correlation charts; C) management treds;
dimensions. They may use the On- D) pivot tables for reports; E) bubble chart; and F) Gantt
Line Analytical Processing (OLAP) chart
tool, which is frequently used by
busines intelligence systems
. i ) . Increase flow rate, Operate syst Reusabl Adequate disposal
Bubble These are the visual representatior Figure 4E Company’s g ualyad ol e oyt ofthe Proiced
. . Guidelines loptimizing the resources END) Sewage Sludge
pt g (END) final Effluent
charts the relationships found by data A A A A
mining tools, enabling the I I I I
investigation of cause—effect Finandng | Fodtesnres s s ncease o—
relatIOnShIpS among the process increase revenue Revenue final disposal
variables.
A A A A
; I I I I
G’_antt Among the numerous types of Flgure 4F Supply the demandand|  {srengthen relationship Seek customers Provide part of the
d|agrams ex|st|ng charts, these stand out as ! “© Customers '225015;":::2;':3;‘::‘5 with the Metropolitan tosupply generated sewage
Of the most W|de|y used for rea|-t|m g andppermiss‘mn oo UNs final Effluent sludge to the marked
o
planning and monitoring of =y A A A A
P | | | |
production. The use of drag and drt % el [ pre— ot T oo (—Swenge e
resources allows the prOdUCtiOn S nterna processes of Sewage treatment processes, ENDs indices ofthe roduction in accordance
. Processes Treatment deliveries and ETAS'sewage reusable water with the
OrdeI‘S to be Vlsua”y Sequenced on - sudge and final effluent current legislation
thedashboards. A A A
I I I
Strategic ~ These show the strategies unfoldin Figure 5 Leaming | "fh"{%:;“;Efgéfngfl%?z"‘fffff‘ e g
i i i i ith Effici s'and ETAS sludges i
maps lnto perspectives and action in real Growth R | o s edigelof
ime. -

Figure 5 - Strategy Map
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4.3 Integrating information  towards

management

knowledge inventory, production, process, asset managemedts@ on, it
must be determined which functions are respondimethe

analysis of the indicator in question, the decisiteiking, and
the effective operational action. Every link ofstiechain must be

informed about its responsibilities and must ban&a.

The Digital Plant’s library dashboards are not rmeee
layer of representation with graphical componeritections.
They are essential for aggregation and integratitey
aggregate content and integrate areas and processes There are many methodologies for guiding this work,
such as the definition of an Responsible-Accouetabl
Consulted-Informed (RACI) responsibility matrix. niaily,
whether the action plans for the beginning of tlashiboard
operation tasks are well defined must be verifaad] then the
whole of the operation’'s development, including the
notifications of the detected abnormalities and #pplied
corrective actions, must be documented. From tidysif these
records, better guidelines will be created to l®iiporated in
the procedures. Without fixing this link, the maeagent is not
complete and the results are not achieved.

The dashboards provide abstraction from the inftiona
(application) sources, silos, organizational stites, and even
companies. The idea is to supply the required métion for
the decision-making independently of the informaoorigin.
For example, the production programming of the dagnes
from the APS, production results of the day, anddpction
indicators, given by the MES, the current line'sloedy,
provided by the PIMS, dollar exchange rates andniodity
stocks, found in external sources, and the orddasis, given
by the Enterprise Resource Planning (ERP). Consdlyuea
need for integration with several different and tsmed 5. CONCLUSION
information sources of diverse technologies arises.

Due to its complexity, the integration aspect is ohthe The Digital Plant model was born from the needdor
most critical factors in the dashboard’'s implemgata referential architecture for the Automation andohnfiation
Luckily, several efforts are being made in orderstdve the Master Plan (AIMP) in industrial fluid-process onggations.
integration difficulties and issues, especially drgating and The automobile sector, as the major customer apewent and
applying the SOA. automation solutions, already possesses the CMMg¢hwis
impossible to use in processes of continual predadiux such

in the

The service bus has an important role as the fluid processes of industrial organizations.

implementation of the dashboards. It serves as diatoe
between the customers and the available servigesidin goal This scenario requires the idealization, before
is to provide an abstraction of the information'sigms, everything, of a tactical plan based on the inwestampany’s
allowing all the information usage to be developad managed strategic needs. An AIMP integrated in the strat@danning of
with the highest possible independency from theastfucture, this organization will determine baselines to folim@what to
systems, protocols, and proprietary technologiels.oAthe do the budget, which is the best/most urgent ptofeswv to do
integration is performed through the consumption tbé it, where to do it (department or company in a g)owhen, and
available services in the bus, not necessarily dhgtem’s why (metrics and justifications for measuring résulfter the

specific services. The information flux is simpidi and the
control of the integration environment is wider,dddition to
enhancing the reuse of services. The so-called rjgige
Manufacturing Intelligence (EMIs) are a categorysgbtems
available on the market for the operational
implementation.

Another fundamental Digital Plant component for a|

EMI solution is a framework for dashboard implenatian.

The user interface must be web-based, allowingeastess to
the dashboards. In addition, it must enable adzessd on Role-
Based Access Control (RBAC)-like rules, an accesstrol

based on papers, where it is possible to createeXample,
specific visions for the plant’s production managespecific
area manager, the production supervisor, or aratqresf a line
according to their information needs in each oséhpositions.

Since the dashboards are implemented from a Smnd&hEN

integration infrastructure that aims at the reu$eservices
(service bus), the presented information, for kibth manager
and the line operator, must be coherent and otigihhy the
same source, assuring an alignment between thatapeand
management visions.

4.4 Involving the manager

Once the dashboard’s content and
representation have been defined, it must be edighe all the
cycles, notifications, perceptions, diagnoses, aations are
being performed. This cannot be achieved withayd\sernance
study. In this study, for each dashboard functelated to the
operation’s multiple dimensions, namely energy, lityya

investment), using a referential model as a guideuighout.
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