The development of the tool wear monitoring system by machining processes has been well recognized in the machine industry mainly due to the growing demand for product quality and improved productivity. For this, artificial vision systems have been used as a measurement tool in various application areas. Thus, the objective was to develop a system automatic based in the image processing to identify and measure flank wear in machining tool. Image processing techniques, discriminant function, to identify insert breakage, and Hough Transform, to find the flank wear profile, achieved over accuracy. Consequently, 94.3% to identify between worn and broken insert and 0.04 mm mistake in measurement of flank wear width compared with microscope.
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**Abstract**

The development of the tool wear monitoring system by machining processes has been well recognized in the machine industry mainly due to the growing demand for product quality and improved productivity. For this, artificial vision systems have been used as a measurement tool in various application areas. Thus, the objective was to develop a system automatic based in the image processing to identify and measure flank wear in machining tool. Image processing techniques, discriminant function, to identify insert breakage, and Hough Transform, to find the flank wear profile, achieved over accuracy. Consequently, 94.3% to identify between worn and broken insert and 0.04 mm mistake in measurement of flank wear width compared with microscope.
1. INTRODUCTION

A criterion widely used to replace cutting tools is the measurement of the maximum flank wear. However, this measurement is time consuming. The current automated processes available are limited to large companies, due to high capital demanded. The development of tool wear monitoring system for machining processes has been well recognized in industry due to the ever-increased demand for product quality and productivity improvement. Due to the increasing speed and reduction in price of the computers, the vision machine system has been larger used as measure tools in several application areas. Thus, many researchers have studied better techniques for these purposes and above all techniques of image processing, like shown in this study.

The tool wear predictive for a combination of the non-linear model and principal component technique to extract features from multiple sensory signals like force, vibration and acoustic emission acquired from machining processes. Then, the tool wear prediction model is constructed by learning correlation between extracted features and actual tool wear. The effectiveness of proposed predictive model and corresponding tool wear monitoring system is demonstrated by experimental results from broaching trials and a good agreement can be found between predicted tool wear constructed by model and actual tool wear measured by optical scan microscope (Kang et al., 2019, Shi et al. 2007).

Several authors have been investigated methods to estimate tool wear on coated insert. Capasso (2019) based on experimental data obtained from several tests under different cutting conditions and flank wear prediction equation was reliability with an R-value 93%. Liew et al. (2007) investigated the wear of coated carbide and uncoated carbide tools during milling of a stainless steel at low speeds (25 and 50 m/min) in workpiece from 35 to 55 HRD hardness. It was found that increasing the hardness of the workpiece from 35 to 55 HRC caused an increase in the flank wear and the coated tool, which exhibited higher wear resistance than the uncoated tool, produced better surface finish. The rake and flank wear (Vb) were used by Xiong et al. (2013) to available tool life during dry cutting for AISI H13 hardened steel using ultrafine cemented carbides. Tool life was analyzed by an extended Taylor–tool life equation, indicating that cutting speed played a profound effect on the tool life and wear behavior of both cutting inserts.

Zhang et al. (2013) developed a new online tool wear measuring algorithm is proposed to acquire tool wear using machine vision to establish on-line tool wear monitoring model for assessing degree of wear and remaining useful tool life. The machine vision to acquire tool wear images from CCD camera on-line for ball-end cutter. The similar as the Sobel edge operator was used for detection of wear edge. The obtained measurement results by using the proposed method are compared with those gotten by measuring directly with microscope. The proposed method is shown to be reliable and effective for on-line tool wear measurement.

Bhushan 2013 used tool wear in turning operation as a set of the machining parameters to satisfy the objectives of the minimum flank and crater wear, the maximum metal removal rate. The main machining parameters which are considered as variables of the optimization are the cutting speed, feed rate, depth of cut, and nose radius. The optimum set of these four input parameters is determined for a job-tool combination of Al alloy and tungsten carbide insert CNMG 120404, 06 and 08, which minimizes the tool wear and maximizes the metal removal rate. The regression models developed for the minimum tool wear and the maximum metal removal were used for finding the multi response optimization solutions. A method for simultaneous optimization of the multiple responses based on an overall desirability function was used. The multi-objective optimization resulted in a cutting speed of 210 m/min, a feed of 0.16 mm/rev, a depth of cut of 0.42 mm, and a nose radius of 0.40 mm. These machining conditions are expected to respond with the minimum tool wear and maximum metal removal.

Thus, the aim is to develop an automatic system based on image processing to identify and measure tool wear.

2. MATERIAL E METHODS

Machine Vision Prototype

It was acquired 244 sampled images of the minor flanks face of CNMG 16 06 16 RP ISO (Kennametal) carbide tools previously used in industry in turning machine with flank wear and breakage. The image acquisition system consisted of a mechanical system for a flexible measurement of the flank, four axes were required for positioning the camera for tools on turning. Two axes were used to positioning the camera base to front turning and more two axes to driving arm camera mechanism to cutting tool head in focus (Fig.1). A Dino-lite microscope camera (Dino X Lite i AM413 T-X) with led illumination, which obtained images with a dimension of 1600 x 1200 pixels, a resolution 7.5 μm. This resolution was determined with base of the number pixels on the thickness insert (6.5 mm). In Figure 1 are shown the acquire system.

Image Processing

The software used for image processing was Matlab, and for statistical analysis was SAS. To achieve of goal of a measurement of flank wear, six steps of processing image were development after the color image was converted to grayscale image and an adjust intensity histogram is performed for decrease illumination variation environment. The adjust image intensity values from image to new values for such that 1% of data is saturated at low and high intensities of image. This increases the contrast of the output image. In order to the basic image processing are the following: (A) segmentation of the flank wear region (B) features extraction, (C) check type classification for breakage or flank wear, (D) edge detection flank wear, (E) find lines perpendicular using Hough transform, and finally (F) flank wear measurement. Each of them consists a certain number of image processing steps with special configuration parameters.
Figure 1 - System acquire tool insert images: (A) image acquisition system on turning and (B) detail microscopy camera, clamping and carbide insert.

A) Segmentation of the flank wear region

In this step the tool area could be separated from image background by finding the top and side tool edges using technical to edge detection (Gonzalez and Wood, 2008; Matlab, 2009; Maini et al., 2009). To detect both edges were applying Canny edge and Sobel edge (Fig. 2 B-E). In order to the original insert borders are determined. After this can defined a cut image of goal wear region on the flank (Fig. 2 F).

B) Features extraction

The features used were percentiles of gray level, and texture features from the matrix of co-occurrence from gray image and edge image.

The percentiles used were 2, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90 and 95%. The difference between 2 and 95% percentiles was used to normalize the features, thereby making them invariant to illumination, as described by Khoury Junior et al. (2005). The procedure 'STEPSIC' of the SAS program was used for this task (SAS, 2000).

C) Check type classification for breakage or flank wear

It was used a Bayesian classifier, where the parameters are the mean, covariance and priori probability of the classes (Johnson & Wichern, 2007). The probability of classifying an individual in a class \( j \), \( P(w_j | X) \) or \( D_j(X) \), when considering different covariances for each class, is estimated by quadratic discriminant function Eq. (2):

\[
D_j(X) = -\frac{1}{2}(X - \overline{X}_j)^T \Sigma_j^{-1} (X - \overline{X}_j) - \frac{1}{2} \ln |\Sigma_j| - \frac{1}{2} \ln |\Sigma| + \ln[P(w_j)]
\]

where: \( \Sigma_j \) = covariance matrix estimation of class \( j \); \( |\Sigma_j| \) = determinant of covariance matrix estimation of class \( j \); \( |\Sigma| \) = determinant of covariance matrix estimation; \( \overline{X}_j \) = feature vector of on observation; \( X \) = feature vector of class \( j \); \( \Sigma \) = covariance matrix of class \( j \); \( P(w_j) \) = a priori probability of class \( j \).

The texture features contrast, homogeneity and energy were determined from the co-occurrence matrix in three different directions, vertically, horizontally and diagonally, totaling nine texture features (3 features x 3 directions) after re-scale the 256 gray level images to eight gray levels. The same way as contrast, homogeneity and energy were determined from edge image (3 features x 3 directions) obtained by plus Canny and Sobel edge image. Thus, it was used a totally of the 30 features, 12 percentiles plus 18 texture features.

In order to select those variables with the greatest potential for discrimination, it was used the stepwise method. In this method, the discrimination power of a feature was assessed by the Wilks Lambda criterion, using a significance level to enter and stay in the model of 0.35. The procedure 'STEPSIC' of the SAS program was used for this task (SAS, 2000).
It was considered a priori probabilities of proportional class sample. For $k$ classes defined previously in the image (breakage and flank wear), the feature vector $X$ representing an observation is classified into the $j$th class if $D_j$ is maxima between two class, Breakage and Flank wear insert (Figure 3).

![Figure 3](image)

**Figure 3 - Classification an observation into two pattern breakage (A) or flank wear(B)**

D) Edge detection flank wear

These next steps are realized just in the insert without breakage so this type was removes in the step before. In the flank wear region predefined before (Fig. 2 F) are realized the following image processing: First all run the detection of Canny edge. Second, take off from image edge all connected pixels that have fewer size clusters, in this case was choose 120 pixels. Finally, create a edge of 0.2 mm on the top of insert, this procedure remove the need the analyze in a region that tool wear level is regularly used. According the ISO 3685 (1993); Tlusty (2000) and Zhang (2013) most commonly criteria to the maximum level of tool wear for carbide tools are the Flank Wear Width maximum $FWW_{\text{max}} = 0.6$ mm and Flank Wear Width average $FWW_{\text{avg.}} = 0.3$ mm, these values are larger than the program will analyzed, allowed inspection this $FWW$ before the end life tool. Considering these processing images, the tool wear flank level will be analyzed starting from 0.2 mm of $FWW$.

E) Find lines perpendicular using Hough transform

For the Hough Transform (Gonzalez & Wood, 2008; Mannan el al. 200; Matlab, 2009) a image pixel represented for point (x,y), cartesian coordinate, can be transformed in parametric radius ($\rho$) and angle ($\theta$), polar coordinate Fig. 5(A). The variable $\rho$ is the distance the vector from origin system to a point. $\theta$ is the angle between this vector in degrees clockwise from the positive x-axis. Thus, the representation each pixel found on image are transformed for $\rho = x^\cos(\theta) + y^\sin(\theta)$, Standard Hough Transform (SHT), for range of the $\theta$ 0° to 90° (Fig. 5 B). This SHT allowed find every pixels collinear and a specific direction. For example, in direction $\theta$ equal 45° are (3, 5) and (2, 6) collinear, in 72° are (5, 5) and (2, 6), and in 90° are (0, 5), (3,5), and (5,5).

![Goal Image](image)

![Canny Edge](image)

![Remove connected pixels fewer](image)

![Create a edge of 0.2 mm on the top of insert](image)

**Figure 4 - Edge detection flank wear.**

With SHT can find these points and direction through of the intersection the lines in graphic Fig.5 B. The lines that intersect each other in $\theta$ equal 90° are corresponding those pixels collinear and perpendicular from axe Y. In this work, these points was perpendicular direction from top insert that will represent profile flank wear Fig. 5 (C) (D). The `Hough` and `Houghline` syntax was used in MatLab program. In addition, a routine for computer program can select on finding lines which the length longer than 0.2 mm (minimum $FWW$ analyzed) and shorter than 1.1 mm (maximum $FWW$ analyzed) that remove any lines segment that are without of the goal to measure.

After this can find all lines between pixels from edge image with specific direction and length. This last step become the program more robustness because just the found perpendicular lines are the range of the interest to measure $FWW$.

After lines on flank wear detected, the measurement of its parameters is performed. According the ISO 3685 (1993), Tlusty (2000) and $FWW_{\text{avg.}}$ and $FWW_{\text{max}}$ are calculated. The $FWW_{\text{avg}}$ is the average the length perpendicular line found on flank wear and $FWW_{\text{max}}$ is a bigger than its, Fig.5 (F).
In Fig. 6, is flowchart algorithm and image processing to the tool wear and breakage inspection system.

Figure 5 – Step for Hough transform (A) to (B) to find the collinear points of the perpendicular line from Y axe (theta = 90°), points [(0, 5), (3, 5) and (5, 5)] in (A) are collinear because it curve intercepted each other in theta 90° (B). Hough transform (C) to (D) to find the collinear pixels and perpendicular from top of the insert. White pixels in (C) are representing FWW edge and original contour insert. The curves intercepted each other in theta ± 90° are the pixels collinear and perpendicular from top insert. Original image (E) and lines segments perpendicular (F) from top insert, and lines selected between 0.2 mm and 1.1 mm.
Figure 6 - Flowchart algorithm and image processing to the tool wear and breakage inspection system

The classification errors from discriminant function were accessed by leave-one-out cross validate using 'discrim' procedure by SAS program (SAS, 2009). Using the classification errors was built a graphic for analyzed the discriminant power by types features image. The result tool wear, FWWavg and FWWmax, by program developed were
3. RESULT AND DISCUSSION

The 12 features were selected by the stepwise method from 30 features. Which 6 percentiles features, three texture features from gray image and three texture features from edge image. This result showed that both kinds of features were important to discriminate the studied patterns. However, when used both features obtained 94.3% accurate (Fig. 7).

![Figure 7 - Classification tool wear and breakage.](image)

In the Fig. 8 is an example of the result of steps on the image processing, following: (A) original image, (B) contour of insert, (C) goal image, (D) edge image, (E) removal noises and add bar of 0.2 mm in top insert, (F) lines found using Hough transform and the FWW (flank wear width) average of 0.21 mm and maximum of 0.23 mm. This interface is presentation for user of the program, where start with image original and finished with the measure of the flank wear insert.

In the Fig. 9 shown the deviation of the FWW max by developed machine vision system between optical microscope and surface profilometer. The deviation between optical microscope and Vision System was average of the 0.04 mm, and surface profile was of the 0.08 mm. These deviation values are acceptable considering that the usually the FWW monitoring for machining are for accuracy of 0.1 mm (ISO 3685, 1993) and in both validations showed to be below it. The mistake or accuracy found similar and acceptable for others authors, Kang et al. (2019) found accuracy about 92% to 96% depend of the discriminant technic utilized, Avinashi et al. (2019) using vision system for measure tool wear width obtained from the experimentally validated average error of 3%. Schmitt(2012) analyzed tool wear inspection for flank wear and tool breakage utilized other features from image obtained accuracy 98% and deviation measure of the 0.0.1 mm similar than work.

![Figure 8- Example image processing of insert: (A) original image, (B) contour of insert, (C) goal image, (D) edge image, (E) removal noises and add bar of 0.2 mm in top insert, (F) lines found using Hough transform and the FWW (flank wear width) average of 0.22 mm and maximum of 0.23 mm.](image)
<table>
<thead>
<tr>
<th>Vision Machine</th>
<th>Profile (Devi)</th>
<th>Microscope (Devi)</th>
<th>Vision Machine</th>
<th>Profile (Devi)</th>
<th>Microscope (Devi)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.26 (+0.18)</td>
<td>0.20 (+0.01)</td>
<td>0.51 (+0.08)</td>
<td>0.61 (+0.13)</td>
<td>0.19 (+0.04)</td>
</tr>
<tr>
<td></td>
<td>0.19 (0.00)</td>
<td>0.56 (+0.07)</td>
<td>1.09 (+0.01)</td>
<td>0.88 (+0.22)</td>
<td>0.80 (-0.06)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 9 - Deviations of the FWW max between optical microscope, surface profile, and developed machine vision system.
4 - CONCLUSION

The work was to develop a system to identify and measure tool wear. Thus, the system has an acceptable accuracy of the 94.3% to discriminate FWW and breakage. And to measure FWW was just hundredth millimeter, a deviation between Vision System developed with optical microscope and surface profile was average of 0.04 mm, and 0.08 mm, respectively. Showing that image processing techniques as discriminant function and Hough Transform should be used for this
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